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For never yet has any one attained
To such perfection, but that time, and place,
And use, have brought addition to his knowledge;
Or made correction, or admonished him,
That he was ignorant of much which he
Had thought he knew; or led him to reject
What he had once esteemed of highest price.

William Harvey, De generatione animalum



      Essays on Logic as The Art of Reasoning Well

CAUSE and EFFECT,  CONDITIONALS, EXPLANATIONS
Cause and Effect
The Directedness of Emotions
Conditionals
Explanations

REASONING in SCIENCE and MATHEMATICS
Models and Theories
Experiments
On Mathematics

The FUNDAMENTALS of ARGUMENT ANALYSIS (2013)
Arguments
Base Claims
Induction and Deduction
Fallacies
Subjective Claims
Generalizing
Analogies
Probabilities
Rationality
On the Metaphysics of Argument Analysis

REASONING and FORMAL LOGIC (2013)
Valid Inferences
A General Framework for Semantics for Propositional Logics
Why Are There So Many Logics?
Is Logic Prescriptive or Descriptive?
Truth and Reasoning
On Translations
Reflections on Some Technical Work in Formal Logic

Gödel’s Theorem 
Categoricity with Minimal Metaphysics
On the Error in Frege’s Proof that Names Denote

Language, Thought, and Meaning
Reasoning about the World as Process
The Twenty-First or “Lost” Sophism on Self-Reference of John Buridan



Preface

This series of books is meant to present the fundamentals of logic as the
art of reasoning well in a style accessible to both students and scholars.
The text of each essay presents a story, the main line of development of
the ideas, while the notes and appendices place the research within a
larger scholarly context.  The essays overlap, forming a unified analysis
of reasoning; so that they may be read independently, some material is
repeated in them.

The topic of this volume is prescriptive reasoning.  Descriptive
claims say how the world is, was, or will be; prescriptive claims say
how the world should be.  We have fairly clear rules for reasoning with
descriptive claims.  The goal of the first essay is to clarify how to
reason with prescriptive claims  The step in doing that is to justify
taking prescriptions to be true or false.

That justification is part of a general methodology of taking
various kinds of subjective evaluations to be true-false divisions, which
is used throughout our reasoning, from formal logic to argument
analysis.  In “Truth and Reasoning” I set out that methodology and the
reasons we have for adopting it.

Every theory is prescriptive as part of our standards of rationality:
If you accept the assumptions of the theory, and you accept the methods
of reasoning used in it, then you should accept the consequences of the
theory.  Some theories, however are prescriptive in a further way, either
because the claims they investigate are prescriptive or because the
theory as a whole is meant to be prescriptive, saying how we should
proceed or what our standards are.  In “Prescriptive Models” I set out a
generalization of the methodology used in the first essay to show how
we can construct and evaluate such theories.

Many discussions of how to evaluate prescriptive claims are given
in terms of what is rational or irrational to do.  In the final esssay,
“Rationality,” I look at what we mean by the idea of someone being
rational and show its limitations in evaluating reasoning or actions.

I hope in this book to give a clearer idea of how to reason about
what should be done.  But even if we understand that quite well, what
should be done is a question beyond logic.
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           Reasoning with
       Prescriptive Claims

Descriptive claims say how the world is, was, or will be; prescriptive
claims say how the world should be.  We have fairly clear rules for
reasoning with descriptive claims.  The goal of this essay is to clarify
how to reason with prescriptive claims.

A. General Background

 1. “Should” . . . . . . . . . . . . . . . . . . . x

 2. Claims, advice, and truth . . . . . . . . . . . . . x

 3. The metaphysical basis of truth . . . . . . . . . . x

 4. Plausibility . . . . . . . . . . . . . . . . . . x

 5. Bad advice is false . . . . . . . . . . . . . . . x

 6. Inferences . . . . . . . . . . . . . . . . . . . x
 7. Arguments . . . . . . . . . . . . . . . . . . . x
 8. The mark of irrationality for prescriptions . . . . . . x

 9. Simple “should”-claims . . . . . . . . . . . . . x

10. Consequences of actions . . . . . . . . . . . . . x

11. The Basic Rule of Consequence for prescriptive claims xx

12. “Shouldn’t” . . . . . . . . . . . . . . . . . xx

13. General “should”-claims . . . . . . . . . . . . xx

14. Impersonal “should”-claims . . . . . . . . . . . xx

15. Second-order prescriptions . . . . . . . . . . . xx

16. Value judgments as prescriptions . . . . . . . . . xx

17. Other prescriptions . . . . . . . . . . . . . . xx

18. Complex prescriptive claims . . . . . . . . . . xx

B.  Standards for Prescriptive Claims

 1. Examples of standards . . . . . . . . . . . . . xx

 2. Base prescriptive claims and general principles . . . xx

 3. Standards as axioms compared to principles of science xx

 4. Deciding between base prescriptive claims . . . . . xx

 5. “Ought” from “Is”

a. Can an argument from prescriptive premises 
to a descriptive conclusion be good? . . . . . . xx

b. Can an argument from descriptive premises 
to a prescriptive conclusion be good? . . . . . . xx
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C.  Aims for Prescriptive Claims
 1. Personal “should”-claims for a specified aim . . . . xx

 2. Fulfilling aims . . . . . . . . . . . . . . . . xx

 3. Evaluating options for action . . . . . . . . . . xx

 4. Necessary conditions for the truth of a personal 
“should”-claim for a specified aim . . . . . . . . xx

 5. Dilemmas . . . . . . . . . . . . . . . . . . xx

 6. A subjective element in truth . . . . . . . . . . xx

 7. Good reasoning and evaluating preferences . . . . . xx

 8. Truth-conditions for personal “should”-claims 
for a specified aim . . . . . . . . . . . . . . . xx

 9. Personal “should”-claims without specified aim . . . xx

10. “Should”-claims for a particular person: 
subjectivity, intersubjectivity and objectivity . . . . xx

11. Further kinds of “should”-claims 
a. General “should”-claims . . . . . . . . . . . xx
b. Impersonal “should”-claims . . . . . . . . . xx
c. “Shouldn’t” . . . . . . . . . . . . . . . . xx
d. Complex propositional claims . . . . . . . . xx
e. Second-order prescriptions . . . . . . . . . . xx

12. Rationality . . . . . . . . . . . . . . . . . . xx

13. Value judgments . . . . . . . . . . . . . . . xx

14. Adopting aims . . . . . . . . . . . . . . . . xx

15. Adopting aims: subjectivity, intersubjectivity, objectivity xx

16. Necessary conditions for an ultimate prescriptive 
claim to be true . . . . . . . . . . . . . . . . xx

17. Possibilities . . . . . . . . . . . . . . . . . xx

18. The Basic Rule of Consequence for prescriptive claims xx

19. “Ought” from “Is” . . . . . . . . . . . . . . . xx

20. Prescriptive claims for animals and objective prescriptions xx

D.  Comparing Aims and Standards . . . . . . . . . . . xx

 1. Does true by virtue of aims imply true by virtue 
of standards? . . . . . . . . . . . . . . . . . xx

 2. Does true by virtue of standards imply true by virtue 
of aims? . . . . . . . . . . . . . . . . . . xx

Appendix: Other Analyses of Reasoning with Prescriptive Claims

1. A logic of commands . . . . . . . . . . . . . xx
2. Coherence . . . . . . . . . . . . . . . . . . xx
3. “Should” as a modal operator . . . . . . . . . . xx

Notes . . . . . . . . . . . . . . . . . . . . . . . xxx
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Descriptive claims say how the world is, was, or will be;
prescriptive claims say how the world should be.  For example,

Descriptive:
Drunken drivers kill more people than sober drivers do.
Dick is cold.
Selling cocaine is against the law.

Prescriptive:
There needs to be a law against drunken driving.
Dick ought to put his sweater on.
Ian shouldn’t sell cocaine.

We have fairly clear rules for reasoning with descriptive claims.1

The goal here is to clarify how to reason with prescriptive claims.
The first problem is whether prescriptive sentences are indeed

claims, that is, true or false.  I argue in Section A that how we conceive
of truth and how we reason with descriptive claims are compatible with
ascribing truth or falsity to prescriptive sentences.  That section also
establishes the background for the two methods of reasoning with
prescriptive claims that follow.

In Section B some examples will suggest that we often look for
fundamental prescriptive standards to justify the truth or falsity of
prescriptive claims.  In Section C further examples show that we often
reckon whether a prescriptive claims is true or false by asking whether
the suggested action fulfills an aim.  The two methods seem to
illuminate different aspects of how we can or should reason with
prescriptive claims.  Section D relates them by showing that the
direction of inference of each is the opposite of the other.

In an appendix I discuss other approaches to reasoning with
prescriptive claims.

A.  General Background

1.  “Should”
One way we make prescriptions is with the word “should”:

You should close the window.
Dick should get a job.

1  See the other volumes in Logic as the Art of Reasoning Well and
Propositional Logics, Predicate Logic, and Classical Mathematical Logic.
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We shouldn’t kill dogs.

Each of these examples is a suggestion, advice, or perhaps command.
This is the basic sense of simple prescriptive sentences: to suggest,
advise, or command someone to do something.  This use of “should” is
quite different from the use of “should” to indicate likelihood, as in
“Dick should be here about noon,” which is not prescriptive.

Let’s first try to sort out how to reason with sentences that use
“should” in the sense of advice, in the hope that our methods will
generalize to other prescriptions.

2.  Claims, advice, and truth
The goal of reasoning is to determine what is true and what follows
from various assumptions.  Our first consideration, then, in investigat-
ing prescriptive sentences is whether we can indeed view them as being
true or false.

Perhaps it’s wrong to view prescriptions as being true or false: they
are only good or bad, apt or inappropriate.  In that case, the rules we
have for reasoning with descriptive claims do not apply.  But consider
the following two examples.

Example 1   Physician:  Don’t smoke anymore.
Matilda:  O.K.
Analysis   The physician has stated an imperative (“command”

seems too strong a word).  Suppose that Matilda then goes out and
smokes a couple cigarettes.  We’d say she is perverse, or stupid, or she
just didn’t follow the doctor’s orders.  There’s no question of belief or
truth.

Example 2   Physician:  You shouldn’t smoke anymore.
Matilda:  I agree.
Analysis   Suppose again that Matilda goes out and smokes a

couple cigarettes.  In this case we think she can be charged with
inconsistency (if she hasn’t changed her mind).  That’s because
Matilda’s attitude about “You shouldn’t smoke” is one of belief.  The
doctor is not commanding her; such a conversation would typically be
preceded or followed by an attempt by the doctor to convince her that
she shouldn’t smoke.  And belief is belief that something is true.

Perhaps, though, what Matilda is asked to believe is that the
prescriptive claim is good advice.  But to say that “You should stop
smoking” is good advice is just to say that you should stop smoking.
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The label “good advice,” like “true” for descriptive claims, adds
nothing for this kind of sentence.

The last example suggests that we can ask under what conditions a
simple “should”-claim is good advice, that is, when someone is justi-
fied in following its recommendation.  Once we do that, we might as
well say that those are the conditions for the claim to be true.  We just
delete the phrase “is good advice”: “These are the conditions under
which you are justified in believing the prescriptive claim is good
advice.”2

With descriptive claims what is true is not false, what is false is not
true.  That seems not only apt but obvious when we think of truth in
terms of some kind of correspondence with a world external to us.  But
why should dividing prescriptions into good advice and bad advice be
mutually exclusive?  Why can’t we have a prescription that is both
good advice and bad advice?

If a sentence such as “You should never torture a dog” is both good
advice and bad advice, then we are enjoined to believe and not to
believe, to do and not to do, to act and not to act.  This we cannot do.
Perhaps such dilemmas are real.  Perhaps our reasoning will lead us to
that in some cases.  But if so, then there is no reason to think that any of
the methods of reasoning we use for truth of descriptive claims can
apply to them.

The law of excluded middle (every claim is true or false) and the
law of non-contradiction (no claim is both true and false) are called
“laws” by some because they lie at the heart of their metaphysics.  But
we can just as well see them as rules to simplify our reasoning.  Or we
can see them as reflecting a human capacity or need to classify as
either-or.  No matter.  Let’s assume them now, and by agreeing to view
prescriptive sentences as true or false but not both in the particular
context in which they are used, we will be able to use many of our
usual rules for reasoning.  We’ll return to these issues in this paper and
the essays that follow.

2  Alan R. White in Truth, Chapter 3.b, surveys arguments for and against
this view and comes to a position similar to what I take here:

We often think of moral pronouncements as something which can not
merely be agreed or disagreed with, argued about, or contradicted,
but also as being about what can be discovered, assumed or proved,
believed, doubted or known; all of which characterize what can be
true or false.  p. 61
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Let’s be explicit about what we take to be true or false in our
reasoning.3

_______________________________________________
Claims   A claim is a written or uttered declarative sentence that we
agree to view as being either true or false but not both._______________________________________________

Some say that claims are only representatives of the things that
really are true or false, such as thoughts or abstract propositions.  Those
people, though, use ordinary declarative sentences in reasoning with
others.  So in our discussions we can focus on these linguistic objects,
relating them as necessary later to further metaphysical assumptions
about what is true or false.

 By “agreement” here I do not mean there has to be a conscious,
explicit statement that we will view the sentence as a claim, though
there may be.  Often agreements are manifested in lack of disagreement
and in our reasoning together. Agreements may be due to physiological,
psychological, or perhaps metaphysical reasons.  All we need is that we
can recognize when we are treating a sentence as having a truth-value.

3.  The metaphysical basis of truth
Certain descriptive claims we take as basic.  We accept them or reject
them on the basis of standards that do not depend on reasoning.  For
example,  “I feel cold,” “This is a rock,” “What is red is not white.”
There are very different stories about why we are justified in believing
such claims: empiricism, idealism, platonism, nominalism, . . .  .  We
might say that “The earth revolves around the sun” and “Richard L.
Epstein lives in New Mexico” are true if and only if they describe how
the world is, but that conceals the metaphysics we take as the grounds
for each to be true.  

Any logical analysis, any story of how to reason well, whether with
descriptive claims or, as we shall see, with prescriptive claims, will
eventually end in a metaphysics.  At that point the logician hands over
the task of analyzing the nature of the evaluation of claims to the
metaphysician.  The job of the logician is to develop methods of
reasoning that are compatible with a wide range of metaphysics or to
develop different systems that reflect different underlying metaphysics.
What I shall try to do here is give an analysis that will be suitable for a

3  In “Truth and Reasoning” the definition of “claim” is extended to include
any linguistic utterance or inscription that we can agree to view as true or false.
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wide range of assumptions about why certain basic prescriptive claims
are true or false.  Perhaps a further study of the differences in the
metaphysical bases will lead to a variety of systems, building on the
work here.

4.  Plausibility 

Example 3   Dick, Zoe, Maria, Suzy, and Manuel are in Dick and
Zoe’s kitchen.  It’s cold outside and there’s a light breeze blowing in
the window.  They’re having a good conversation and don’t want to
break it up, and there’s no place else in their home to continue.

Dick: I’m cold, cold enough that my back is starting to cramp up.
Zoe: You should close the window.
Manuel: You should go for a walk.  It’ll take your mind off it.

Analysis   Whatever we think of prescriptive claims, we can all
agree that Zoe’s advice is better than Manuel’s.

We agree to view a claim that is good advice as true, and one that
is bad advice as false.  But we naturally grade advice on a scale from
very bad to very good.  This seems to be in contrast to our usual notion
of truth for descriptive claims: truth and falsity are a dichotomy.  A
claim is true or false, not sort of true, or a little false.  It seems we need
a new notion of truth and falsity that is susceptible to grading by
degrees.  

But for descriptive claims we also have a scale related to their
truth.
_______________________________________________
Plausible claims   A claim is plausible if we have good reason to
believe it.  It is less plausible the less reason wehave to believe it.  
A claim that is not plausible is implausible or dubious._______________________________________________

The classification of claims as plausible or implausible is on a scale
from the most plausible—ones we recognize as true—to the least
plausible—those we recognize as false.  Though we do not have precise
measures of plausibility, we can often compare the plausibility of
claims and by being explicit about our background we can usually
agree on whether we will take any particular claim to be plausible.4

If we did not think that we can share our judgments of which claims are
plausible, we would have no motive for trying to reason together.  So 

4  See the many examples in Critical Thinking.
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if I say a claim is plausible without specifying a particular person or
context, I mean it’s plausible to most of us now, as I’m writing.

Many systems of reasoning with descriptive claims have been
devised to consider degrees of truth, whether in terms of plausibility or
other notions, with the originators of the systems arguing that truth and
falsity is not a dichotomy.  Nonetheless, in each of those systems a
dichotomy is imposed on claims.  A line is drawn that says on this side
are claims that have designated truth-value: they are the ones that we
can use as to derive further claims; on the other side are the claims with
undesignated truth-value.  In all our reasoning, no matter how much we
deny it, we impose a dichotomy on claims, the true-false division, with
other aspects of claims, for instance their plausibilty, factored in as
additional content.5  Later, as I discuss in Example 49, we can try to
devise a system of reasoning that factors in some aspect of claims that
determines degrees of acceptability, building on the work here. 

We could, however, factor into our reasoning some further aspect
of prescriptive claims that accounts for the idea that advice is judged on
a scale from the best to the worst, as I discuss in Example 49.

5.  Bad advice is false
With our dichotomy of the true and false we have to ask whether
certain sentences that appear to be claims but are stupid, or senseless, 
or bad, or worthless (depending on the particular notions we are
investigating) should be classified as claims.  For example:

If the moon is made of green cheese, then 2 + 2 = 4.
The King of France is bald.
Green dreams jump peacefully.

The last is a declarative sentence, but it doesn’t make sense.  We
can envision no context in which we would want to reason with it.  We
say it is not a claim.

The other two, however, can show up naturally in our reasoning.  It
may be a simplification to call them true or false rather than senseless
or stupid, but if so it is a simplification of considerable utility.  So we
classify them as claims.  But not as true claims.  They are false,
precisely because they are not suitable to proceed on for deducing true
claims.  In almost all systems of reasoning we take falsity as the default
truth-value.  A claim must pass certain tests in order to be true; all
others are classified as false.6

5  See Propositional Logics.
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There is, then, nothing unusual in our classifying advice that is
stupid, or worthless, or nonsense, or perhaps just trivial as false.  That
there may be sentences that we find difficult to classify because they
are in some sense on the borderline does not mean the division is not
suitable in cases where it is clear.

Example 4   Dick has been hiccuping for over three hours.  He is going
crazy with it. He’s desperate.  Suzy says to him, “You should hold your
breath for four minutes.  That will cure your hiccups for sure.”

Analysis   Dick can’t hold his breath for four minutes.  No one
can.  It’s not possible.  This is stupid advice.  So “You should hold your
breath for four minutes” is false.

Example 5   (Continuing Example 3)
Manuel:  O.K. if you don’t like that suggestion, then you ought to 
start shivering.  That’s the best way for you to warm up.

Dick feels so cold that he’s on the verge of shivering when Manuel
makes his suggestion.  Immediately he starts shivering.

Analysis   We can’t say that Dick followed Manuel’s advice,
because it wasn’t possible for him not to do what Manuel suggested.
Manuel’s advice is worthless, no better than saying “You should digest
your food” or “You should let the sun rise tomorrow morning.”  Worth-
less advice is bad.  So Manuel’s claim is false.

By agreeing to classify worthless, bad, or senseless advice as false,
we have found two conditions a prescriptive claim must satisfy for it to
be true: 

•  It must be possible to do what is prescribed.

•  It must be possible not to do what is prescribed.

6.  Inferences
In our reasoning we are often concerned with whether a claim follows
from some other claims.
_______________________________________________
Inferences   An inference is a collection of claims, one of which is
designated the conclusion and the others the premises, which is
intended by the person who sets it out either to show that the conclusion
follows from the premises or to investigate whether that is the case.

6  Only in some paraconsistent logics is truth taken as the default truth-value;
see Chapter IX of Propositional Logics.
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_______________________________________________

There are various uses of inferences in reasoning.7  For each
kind of use particular conditions are required for an inference to qualify
as good/acceptable.  Central to those evaluations are the following
notions.
_______________________________________________
Valid, strong, and weak inferences   An inference is valid if it is
impossible for the premises to be true and conclusion false at the 
same time and in the same way.

An inference is strong if it is possible but unlikely for the
premises to be true and conclusion false at the same time and in 
the same way.  An inference is weak if it is neither valid nor strong.

The classification of invalid inferences is on a scale from strongest
to weakest as we deem more or less likely the possibilities we consider
in which the premises are true and conclusion false._______________________________________________

A possibility is a way the world could be, however you construe
that.  To invoke a way the world could be when we wish to reason
together we have no choice but to use a description.  A description of
the world is a collection of claims: we suppose that this, and that, and
this are true.  We do not require that we give a complete description of
the world, for no one is capable of presenting such a description or of
understanding one if presented.  All we need are collections of claims
to serve as our descriptions of how the world could be.

But not any collection of claims will do.  Since the collection is
meant to be a description of how the world could be, and no claim, we
said, is both true and false, we cannot have both a claim and a
contradictory of it in the collection.  Further, any consequence of the
claims in the collection must also be assumed to be part of the
description, for otherwise we could have a contradiction.  If a way the
world could be is that Ralph is a bachelor, then Ralph is a man must
also part of that description.

A prescription says how the world should be, and that must be
relative to how the world is at the time the prescription is made.  That
is, the possibilities we are interested in are those given the way the
world is at the time the prescription is made, or in short, given the

7  In Five Ways of Saying “Therefore” and in this series of books I discuss
how inferences are used differently in arguments, explanations, mathematical
proofs, conditional inferences, and causal inferences.
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circumstances at that time.

Example 6   Richard L. Epstein resigns from being President of the
United States.

Analysis   This is not possible given the circumstances now
because I’m not President.

Example 7   Richard L. Epstein flies to Florida by flapping his arms
like wings.

Analysis   This is not possible given the circumstances now
because it can’t be done: it’s not physically possible.

In our work with prescriptive claims, then, we’ll consider validity
and the strength of inferences to be evaluated with respect to
possibilities given what’s true at the time in question.8  Again, that
does not mean we need a full description of how the world is at that
time: we take into account only as full a description of the world as we
need in our reasoning.  This amounts to indexing the claims with the
time the prescription is made.  In what follows I’ll assume that indexing
when needed.

Example 8   Dick should close the window.
Therefore, the window isn’t closed.
Analysis   This is valid.  In any way the world is in which the

premise is true, it’s possible to close the window, which wouldn’t be
the case were the window open.  That is, given the circumstances it’s
impossible for the premise to be true and conclusion false.

Example 9   Dick should close the window.
Therefore, the window isn’t stuck.
Analysis   The premise could be true and conclusion false.  What’s

possible given the circumstances—in this case closing the window—
isn’t necessarily what’s easy or obvious to do.

7.  Arguments
Arguments constitute a particular kind of inference central to the
investigation of prescriptions.
_______________________________________________
Arguments   An argument is an inference that is intended by 
the person who sets it out to convince someone, possibly himself 

8  This is temporal-physical possibility, validity, and strength of an
argument; see Chapter V.D Propositional Logics.
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or herself, that the conclusion is true._______________________________________________

An argument is good if it gives good reason to believe the
conclusion.  The following conditions are necessary for that.
_______________________________________________
Necessary conditions for an argument to be good

• The premises are plausible.

• The argument does not beg the question:  
each premise is more plausible than the conclusion.

• The argument is valid or strong._______________________________________________

These conditions are relative to a particular person, though we can
have confidence that they establish an intersubjective standard for the
evaluation of arguments.9  Whether these conditions are also
sufficient is a large topic that I examine in The Fundamentals of
Argument Analysis.  In what follows, though, I will generally treat
them as both necessary and sufficient.

8.  The mark of irrationality for prescriptions
Once we have a clearer understanding of prescriptive claims, we will
want to reason with them, saying that, for example, one way the world
could be is that “You should not kill dogs” is true.  But already we can
make some observations.

Example 10   (Continuing Example 2)
Physician:  You shouldn’t smoke anymore.
Matilda:  I agree.

Matilda leaves the physician’s office and lights up a cigarette and
continues to smoke cigarettes for the next week.

Analysis   The example describes a way the world could be: a
person believes a “should”-claim but acts in contradiction to it.  Just
because you should do something, even if you believe you should do 
it, doesn’t mean that you actually do it.  But if you don’t do it, you’re
irrational.
_______________________________________________
The mark of irrationality for prescriptions   A person is irrational to
believe a prescription and to act consciously in a way that he or she
knows is incompatible with it._______________________________________________
9  See the many examples in my Critical Thinking.
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Example 11   Wanda believes “You should not harm dogs” and she
gives her new puppy a square of chocolate every day.

Analysis   Wanda is not acting irrationally.  She doesn’t realize
that giving her puppy a square of chocolate every day is incompatible
with not harming dogs.

We need to be clearer about what we mean when we say that
acting in a particular manner is incompatible with a prescription.  To do
so, we need a way to talk generally about simple “should”-claims.

9.  Simple “should”-claims
_______________________________________________
Simple “should”-claims   “You should do X” is a general form of a
simple “should”-claim, where:

“you” refers to a particular person to whom the claim is addressed, 

“do X” is a label for a blank that can be filled with a verb phrase._______________________________________________

Thus, “do X” could be “close the window,” or “put on a sweater,”
or “kill this vicious cat.”  The words “do X” serve as a variable.10  I’ll
use roman capitals X, Y, Z for verb phrases or grammatical modifica-
tions of those in what follows.  Similarly, I’ll use those variables for
descriptions of actions, such as “closing the window,” or “barking at a
cat,” or “meows piteously.”  So when I talk about an action X, I mean
for X to stand for a description.  I’ll trust that by context it will be clear
which use of these is meant.  

10.  Consequences of actions
We can use our ordinary notion of consistency for descriptive claims 
to clarify what it means for two actions to be inconsistent or for a
prescription and an action to be inconsistent
_______________________________________________
Converting descriptions of actions into descriptive claims  Given a
description of an action X done or to be done by a particular person, 
the descriptive claim associated with X, AX , is a claim that describes
the world in which that person does X and which says no more than
that: “That person does X.”

Given a prescriptive claim “You should do X,” the associated
descriptive claim is AX : “You do X.”

10  See Predicate Logic for a discussion of variables used in this way.
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_______________________________________________

For example, the conversion of “barking at a cat by Spot” is “Spot
barks at a cat.”   The conversion of “Dick should close the window” is
“Dick closes the window.”  There might not be a unique claim to serve
as a conversion of a description of an action or a prescription, but there
seems to be no point in trying to be more precise than to say that the
conversion describes the world in which the action is done and says no
more than that.  The last clause is important.  We don’t take “Spot
barked at a cat loudly until midnight” as a conversion of “barking at a
cat by Spot.”

Now we can clarify what we mean by saying it is possible to do a
prescription.
_______________________________________________
Possibility of doing an action   Given a prescription “You should 
do X” where “you” refers to a particular person: 

It is possible to do X means: It is possible for AX to be true.  

It is possible not to do X means: It is possible for not-AX to 
be true._______________________________________________

Remember that when we say it’s possible for AX to be true we mean
it’s possible given the way the world is at the time the prescription is
made.

The “should”-claims we’ve seen so far have been in the present
tense.  The prescription is for now, though the action is to be done in
the future.  With past-tense prescriptions, such as when Zoe said to
Dick “You should have taken Spot for a walk last night,” the methods
of analysis will be the same, except that they will be relative to the way
the world was at the time the prescription is meant to have applied.

Now we can say what we mean by saying a prescription and an
action are incompatible.
_______________________________________________
Compatibility of an action with an action or a prescription
An action X and an action Y are compatible or consistent  if the
associated claims AX and AY are consistent.  They are inconsistent  
or incompatible  if AX and AY are not consistent.

A prescription “You should do X,” where “you” refers to a particular
person, and an action Y done or to be done by that person are
compatible or consistent if the associated claims AX and AY are
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consistent.  They are inconsistent  or incompatible  if AX and AY 
are not consistent._______________________________________________

So “Matilda should stop smoking” and Matilda smoking a cigarette
are inconsistent because “Matilda stops smoking” and “Matilda smokes
a cigarette” are inconsistent according to our usual notion of consisten-
cy for descriptive claims.

The conversion of descriptions of actions to descriptive claims 
also allows us to clarify the notion of a consequence of an action or
prescription.
_______________________________________________
An action or a prescription implies an action   An action X or a
prescription “You should do X” (likely) implies an action Y if the
inference “AX therefore AY” is valid (strong); in that case we say that
Y is a (likely) consequence of X or of “You should do X.”_______________________________________________

11.  The Basic Rule of Consequence for prescriptive claims
Now we can investigate how one prescriptive claim might imply
another.

Example 12   (Continuing Example 3)
Dick should close the window.  Therefore, Dick should get up out of
his chair.

Analysis   It’s not possible, given the circumstances, for Dick to
close the window without getting up out of his chair—where the
prescription is meant as Dick personally closes the window not that he
gets Zoe to close it for him by complaining and complaining.

So in any way the premise could be true, it’s possible to close the
window, and hence possible for Dick to get up out of his chair.  But it’s
also possible for Dick not to get up out of his chair.  So he should get
up out of his chair.  The inference is valid.

Example 13   (Continuing Example 3)
Dick should close the window.  Therefore, Dick should put on gloves 
to grasp the top of the window and push down with more than 8 kg of
force.

Analysis   This is not valid.  If Dick does what’s prescribed in the
conclusion he will do what’s prescribed in the premise, but that’s not
the only way he can do what’s prescribed in the premise.  He could
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press down with bare hands and 6 kg of force, or he could pound the
top of the window with a hammer, or . . .  .  It’s possible for the premise
to be true and conclusion false.

Example 14   Maria should attend her classes today.  Therefore, Maria
should breathe today.

Analysis   This is like Example 12 in that it is not possible for
Maria to do what’s prescribed in the premise and not do what’s
prescribed in the conclusion.  But that’s because it’s not possible for her
not to do what’s prescribed in the conclusion, and hence the conclusion
is false.  As the premise could be true, the inference is not only invalid,
it’s weak.

Example 15   (Continuing Example 3)
Dick should close the window.  Therefore, Dick should take Spot for a
walk later today.

Analysis   The premise, we can suppose, is true.  The conclusion
is true, but that’s not because taking Spot for a walk follows from
closing the window.  The conclusion could be false.  The inference is
not valid.

Roughly, the rule we want is that if doing Y is a consequence of
doing X, then “You should do Y” is a consequence of “You should do
X,” where “you” refers to a particular person.  However, Example 14
shows that we have to require that it be possible not to do Y.
_______________________________________________
A part of an action   Doing Y is (likely) a part of doing X if:

•  It’s possible for AY to be false.

•  “AX therefore AY” is a (strong) valid inference.

The Basic Rule of Consequence for simple “should”-claims
If Y is (likely) a part of doing X, then the following inference is 
valid (strong):

You should do X.
Therefore, you should do Y._______________________________________________

As in all inference analysis, we allow that the premise(s) of an
inference can be supplemented by other claims that are plausible to 
us and others.  If such a premise is prescriptive, we require that it be
converted to its descriptive associated claim.

Note that if AY is a consequence of AX , then if it’s possible to do
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X, it’s also possible to do Y.  And since doing Y is a part of doing X, it
is possible not to do Y.

I can see no more to say about why this rule is correct, at least for
the first approach to reasoning with prescriptive claims we’ll see below.
For the second approach, we’ll need to consider to what extent our
knowledge of whether one action is a part of another matters to the
evaluation of prescriptive claims.

Example 16   (Continuing Example 3)
Dick should close the window.
Therefore, Dick should make Maria unhappy.
Analysis   Maria really doesn’t want the window to be closed:

she’s hot and that will just make her hotter, and irritable, and plain
unhappy.  So “Maria is unhappy” is a consequence of “Dick closes the
window” given the circumstances now.  So the inference is valid.  But
that doesn’t mean that Dick should make Maria unhappy.  If, as we
might think, “Dick should make Maria unhappy” is false, then the
inference shows that “Dick should close the window” is false.

11.  “Shouldn’t”
We not only prescribe what should be done, we often say what
shouldn’t be done.

Example 17   (Continuing Example 3)

Dick: I’m cold, cold enough that my back is starting to cramp up.
Zoe: You should close the window.
Maria: No, you shouldn’t.

Analysis   There are two ways we can understand what Maria has
said:

(a) Not: You should close the window.

(b) You should refrain from closing the window.

These are not equivalent: (a) could be true just because it’s
impossible to close the window, while for (b) to be true it must be
possible to close the window.  Tthe first could be true, and Dick
believes it, yet it would not be inconsistent for him to close the
window: all it says is that closing the window isn’t something he should
do.  The second says he should not do it, so that if he believes it and
closes the window, he is irrational.  The latter is advice; the former is
not advice but the negation of advice.
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You might say that the first is really a negation, too: “Refrain 
from closing the window ” means “not close the window,” which is 
a negation of some sort.  But Maria could have said “You should leave 
the window open,” in which case “You should close the window ” is
the “negation” of the action.  It’s simpler to think of refraining from
doing something as just another way of acting.

Right now there’s a lot I’m not doing: I’m not eating, I’m not
sleeping, I’m not jumping out of a plane without a parachute, I’m not
jumping out of a plane with a parachute, . . .  .  The list is endless.  But
there are only a few things I am refraining from doing: scratching my
head, looking out the window, sitting up straighter in my chair.  At the
very least, it seems that to refrain from doing something you have to be
aware that you could do it.  Whether refraining also requires a
conscious choice about what to do is an issue we’ll return to later.
_______________________________________________
“Shouldn’t”   Given a claim “You shouldn’t do X” we can interpret it
as either of:

•  It’s not the case that you should do X.

•  You should refrain from doing X._______________________________________________

Which of these readings is intended is often clear from context, but
when it’s not clear, the ambiguity needs to be clarified in order to apply
the Basic Rule.

Example 18   (Continuing Example 12)
Dick should close the window.  If Dick closes the window, then he
doesn’t remain seated.  So if Dick should close the window, then he
should not remain seated.

Analysis   Given circumstances at Example 12, “Dick closes the
window” implies “Not: Dick remains seated.”  So, it seems, we have by
the Basic Rule “Dick should close the window” implies “Dick should
not remain seated.”  That is correct, but we have to understand that in
sense of refraining from being seated.
_______________________________________________
Refraining as a consequence  If not-Y is (likely) a part of doing X,
then the following inference is valid (strong):

You should do X.
Therefore, you should refrain from doing Y.
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_______________________________________________

13.  General “should”-claims
Often when we say “You should do X” we mean it for not one particu-
lar person, but everybody.

Example 19   Dick (to Zeke):  You should never mistreat a dog.
Analysis   When Dick said this he meant it to apply not just to

Zeke but as a general prescription applying to everyone.

When the “you” in “You should do X” is meant as “everyone in
every context” it seems that there is an obvious, single way to analyze
the claim according to the usual way we deal with quantifications.
_______________________________________________
General “should” claims   

G   “You should do X” meant to apply to all people and all 
times is true if and only if “For any person in any context,
that person should do X” is true._______________________________________________

However, on the second understanding of “should”-claims that
we’ll investigate in Section C we’ll see that this is ambiguous.

14.  Impersonal “should”-claims
Prescriptive claims in the passive or impersonal voice sound author-
itative.  But that’s because they don’t specify clearly to whom the
prescription is made.  

Example 20   One should always obey the law.
Analysis   This sounds impersonal, but it’s a general “should”-

claim.

Example 21   Cigarettes should be taxed more heavily in this state.
Analysis   It’s the legislature and governor who are the only ones

who can do this, so we can understand “You should tax cigarettes more
heavily” as directed to them. 

Example 22   There should be a law against drunken drivers.
Analysis   Again, this is a prescription for the legislature and

governor.  That there already is a law against drunken drivers doesn’t
make it false, since it’s possible, given the circumstances, for there not
to be one.
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Example 23   Society should ensure that everyone has the necessities: a
good place to sleep, food, clothing, and a chance to do productive work.

Analysis   This appears to be addressed not to any one person but
to all people in our society as a collective.  It can’t be meant to apply to
legislators, since electing the right legislators is part of the “should.”  It
is only we collectively who can do the action.

But to say that something should be done collectively is an unclear
way of saying that all of us should individually do something, either
working together or not.  The claim is best understood as:   

Each of us should do what we can towards ensuring that
everyone in our society has the necessities: a good place to
sleep, food, clothing, and a chance to do productive work.

Example 24   We should go to war against Iran.
Analysis   We could read this as we did the last one: Each of us

should do what we can to ensure that we go to war against Iran.  Or we
can read it as we did Example 21: The government should take us into a
war with Iran.  It would be a mistake, however, to read it as a general
claim prescribing that each of us should take up arms and fight against
Iran, for that would be trading on the ambiguity of “go to war.”

In some cases, though, there’s seems to be no one person or people
to whom the claim is meant to be addressed.

Example 25   The surgeon is getting ready to cut open the patient to
take out his appendix.  She’s paying close attention to the patient and
cannot take her eyes off him, and she’s so focused she doesn’t note who
else is in the operating room.

Surgeon:  The anesthetic should be administered now.
Analysis   We can view this as addressed implicitly to whoever is

in the room who can administer the anesthetic.  But what if there is no
one in the room who can do that?  The claim could still be true: it
should be administered by someone.  It seems that the claim should be
understood as:

Someone should administer the anesthetic now.

We can understand this as meaning:

There is a person and that person should administer the anesthetic.

But what if the surgeon is operating in some remote impoverished
country where there isn’t anyone within one hundred kilometers who
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knows how to administer anesthetic?  The surgeon might know that and
still make the claim: there’s no one, but there should be someone.  The
correct reading of her claim is:

There should be someone who can administer the anesthetic
now, and that person should administer the anesthetic now.

But what kind of claim is “There should be someone who can
administer the anesthetic now”?  That sounds more like a wish than a
claim: “Would that the world were different.”  There is no prescription
to anyone to do anything.

Nonetheless the surgeon, if asked, would say that she believes it.
In that case, there are a couple readings we could make.  One is to see it
as a conditional:

If this hospital/country were organized to a minimally
adequate standard for health purposes, then there should 
be someone who can administer the anesthetic now.

But that sounds odd: rather than “should,” we expect “would,” and then
the claim is a descriptive counterfactual.

Alternatively, we could see it as a prescription to all people who
run/organize health services in the country: “You should make avail-
able someone now who can administer the anesthetic.”  But that claim
is false because it isn’t possible to do what’s prescribed: they can’t do it
immediately.  Yet the surgeon wouldn’t accept that she has said some-
thing that is trivially false.  Nor could the claim be understood as a
prescription to do something in the future, because the surgeon means it
when she says “now.”  Perhaps, if the surgeon knows that there’s no
one who can administer the anesthetic, we could construe the example
as a past-tense prescription:

There should have been someone who could administer the
anesthetic now.

Generally, though, it seems that when a sentence using “should”
looks like a prescription to do what can’t be done in the sense of
prescribing that the world be changed so that it could be done, the
sentence is better understood as a wish than as a claim.

Example 26   Dick:  The Governor should sign legislation outlawing
cock fighting.

Zoe:  But the legislature hasn’t passed any legislation like that.
Analysis   We can say that the claim Dick makes is false because
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it’s not possible for the Governor to do that.  Or we can see Dick’s
claim as a counterfactual conditional: Were there legislation outlawing
cock fighting, then the Governor should sign it.

Example 27   Harry has been studying biology, evolution, and ecology.
He’s studying a particular area near town and says:

There should be more species of birds here.

Analysis   This sentence is not a prescription.  Rather, it can be
understood as stating what current theories of evolution or theories of
what a healthy ecosystem might suggest.  The “should” is a variation on
“it’s most likely that” as in “it’s predicted that,” which is not the
“should” of prescriptions.

Example 28   Dick:  There should be no cats.
Analysis   This seems more like a wish.  But Dick believes the

sentence, for it is a tenet of the First Church of Dog.  In that case,
perhaps we could read it as a descriptive claim: “The world would be a
better place were there no cats.”  Though Dick agrees with that, he says
it’s not the correct reading of the sentence, for he takes it as a
commandment of Dog, a real prescription.  In that case it is a
prescription to all (who believe) that they should do what they can to
rid the world of cats.

15.  Second-order prescriptions
Sometimes a prescription is to do other prescriptions.

Example 29   Zoe (to Dick): You should follow your doctor’s advice.
Analysis   What Zoe says amounts to “You should do what your

doctor says you should do.”  This is a “should”-claim whose advice is
to do a range of actions.  Suppose the doctor has told Dick that he
should give up smoking cigars, and that he should get more exercise,
and that he should get at least eight hours of sleep every night, and that
he should drink only in moderation.  It would seem, then, that Zoe’s
claim is equivalent to the following:

You should give up smoking cigars, and you should get more
exercise, and should get at least eight hours of sleep every
night, and should drink only in moderation.

But we’ll see on the second approach to reasoning with prescriptive
claims that this reading may be ambiguous.

Example 30   You should kill all rabid dogs.
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Analysis  It is not possible for you or anyone to kill all rabid dogs:
there are rabid dogs throughout the world and no one can be every-
where and have the ability to do such killing were he or she there.   We
have to understand “You should kill all rabid dogs” as “You should kill
all rabid dogs you can.”  Here “you” is meant as “everyone.”

The more difficult question is how to understand the other quanti-
fication.  We might consider the claim to be a prescription to do one
thing: kill all rabid dogs.

You should: for all x (if x is a rabid dog you can kill, kill x).

That is, what you should do is: 

For all x (if x is a rabid dog you can kill, kill x).

That reading is very odd and would require us to develop some method
of reasoning with quantifications within prescriptions.

More natural is for us to view it as a summing up of many pre-
scriptions like: “You should kill Horatio,” “You should kill Nefertiti,”
and . . .  .  Since we can’t name all rabid dogs, we use the universal
quantifier instead, reading the example as a prescription to do a range
of actions:

For all x (if x is a rabid dog you can kill, then you should kill x).

16.  Value judgments as prescriptions
Value words such as “good”, “bad”, “right”, “wrong”, and many others
are often used to make prescriptions.

Example 31   Dick has just given his dog Spot his daily meal.  He sees
Flo, who’s six years old, approaching Spot.

Dick:  It’s best not to try to play with Spot when he’s eating.

Analysis   This appears to be a value judgment.  But it’s a
prescription.  We should understand it as “You shouldn’t try to play
with Spot when he’s eating,” in the reading of refraining.

Example 32   Dick:  Eating dogs is bad.
Analysis  This looks like a value judgment.  But it’s also a

prescription.  We should understand it as “You shouldn’t eat dogs.”

17.  Other prescriptions
There are many other ways we make prescriptions.  Compare:

You should close the window

You are required to close the window.
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You ought to close the window.

You have to close the window.

You need to close the window.

You must close the window.

You are obliged to close the window.

The differences among these amount only to a matter of the emphasis
we give to our advice.  “You must close the window” is “You should
close the window” with an indication of the urging being closer to a
command than advice.  We might say, though, that “required” means
“should” with regard to a rule or law.

Closely related to such prescriptions are claims that do not offer
advice but rather permission:

You are allowed to close the window.

You may close the window.

You are permitted to close the window.

The differences here are also only a matter of emphasis, though we
might say that “permitted” means that the permission is given with
regard to a rule or law.  Though none of these is prescriptive in the
sense of prescribing some action, they can be understood in relation to
“should”-claims.   For example, “You are allowed to close the window”
can be understood as “It’s not the case that you should refrain from
closing the window.”
_______________________________________________
“Allowed”-claims   “You are allowed to do X” will be analyzed as 
“It is not the case that you should refrain from doing X.”_______________________________________________

We don’t need to say that the two sentences mean the same, but
only that we can (agree to) use the latter in place of the former in our
reasoning.

Prohibitions, too, can be understood in relation to “should”-claims.
“You are prohibited from closing the window” can be taken to be
equivalent to “You should refrain from closing the window.”
_______________________________________________
“Prohibited”-claims   “You are prohibited from doing X” will be
analyzed as “You should refrain from doing X”._______________________________________________

So “You are not prohibited from doing X” is equivalent to “You
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are allowed to do X.”

18.  Complex prescriptive claims
We can combine prescriptive claims with other prescriptive claims or
with descriptive claims to form complex claims, as when Zoe said, “If
Dick doesn’t do the dishes after dinner tonight, he should walk Spot.”
We can also use quantifications with prescriptive claims, as we saw in
Example 30.  We call a prescriptive (or descriptive) claim atomic if it
has no linguistic structure that we agree to take into account in our
reasoning.  Thus, “Dick should close the window” is atomic, as are all
simple “should”-claims.

To extend an analysis of truth-conditions to complex prescriptive
claims we can use any method of reasoning, formal or informal, which
we usually employ for descriptive claims so long as the assumptions of
that method (logic) do not contradict the assumptions we make in our
understandings of atomic prescriptive claims in the work below.

*           *           *           *           *           *           *           * 

This concludes the general background for prescriptive claims that
we’ll use in the two approaches to reasoning that follow.

B.  Standards for Prescriptive Claims
Often we justify prescriptive claims by invoking standards from which
they follow.

1.  Examples of standards

Example 33   Dick: We shouldn’t leave the lights on when we’re away.
Zoe: Why?
Dick: Because we should do all we can to conserve energy.
Analysis   Dick justifies his “should”-claim by invoking another

“should”-claim, one from which his follows.

Example 34   Zoe:  The Federal Reserve Board should lower interest
rates.

Analysis   Zoe’s mother disagrees with Zoe, since she wants to see
her savings earn more interest.  Zoe says that’s the wrong standard.
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She’s assuming “The Federal Reserve Board should help the economy
grow, and lowering interest rates will help the economy grow,” from
which her claim would follow.  She and her mother now realize that
they should debate tosee claims.

Example 35   Smoking destroys people’s health.  So we should raise
the tax on cigarettes.

Analysis   Something’s missing in this argument.  Why should
smoking being bad for the health of people lead us to believe that we
should raise the tax on cigarettes?  We need a claim like “We should
tax activities that are destructive of people’s health.”  But then why
should we believe this?  When we ask that, we’re asking for a more
fundamental prescriptive claim as a standard.

Example 36   It’s wrong to murder people.
Analysis   This might seem as fundamental as a prescriptive claim

can be.  But the qualifications people give to this claim suggest that we
normally evaluate it against some more fundamental standard, even
though we have difficulty enunciating that.

Often we give as our reason for believing a prescriptive claim that
it follows from another prescriptive claim, supplemented with plausible
descriptive claims as needed.  That is, we implicitly take the following
as fundamental.
_______________________________________________
Prescriptive claims and standards   

PS Every prescriptive claim either states a standard or 
assumes/requires another prescriptive claim as standard._______________________________________________

But what is a standard?

2.  Base prescriptive claims and general principles 
We justify prescriptive claims on the basis of other prescriptive claims.
Justification in this way is by arguments.  To make an argument from,
for example, “We should do all we can to conserve energy” to “We
shouldn’t leave the lights on when we’re away” we need to be clear
about how we can make inferences from prescriptive claims and how
we can judge the plausibility of prescriptive claims.

As with descriptive claims, we can ascribe plausibility to the
conclusion of an argument according to the plausibility of the premises
and the strength of the argument.  However, such a justification
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procedure cannot go on forever.
_______________________________________________
Base prescriptive claims   A prescriptive claim is base if we
intend/accept that no justification by reasoning can be given for it._______________________________________________

As we might take “This is a rock” to be a base descriptive claim,
we might take “You should not torture children” as a base prescriptive
claim.  As there are different ways put forward for how to judge the
truth or falsity of base descriptive claims, so, too, there are different
ways put forward for how to judge the truth or falsity of base
prescriptive claims.  As with descriptive claims, an investigation of
those different ways is not the job of the logician.  Our work is to set
out how to reason well compatible with a range of ways of evaluating
base claims and to illuminate how those can be factored into our
reasoning.

With prescriptive claims, at least in the examples above, it seems
we look for more general claims from which to judge less general ones
as plausible.11  Thus, “Zeke shouldn’t torture Spot” follows from “We
shouldn’t torture dogs,” which would have to be the more plausible
claim on this approach.

With descriptive claims, we start with instances and then general-
ize.  We then deduce instances of the generalization and accord plausi-
bility to them because of such a deduction.  But always, it seems, the
general is deduced from more plausible particular claims.

Unless, that is, you happen to subscribe to a metaphysics that takes
some very general descriptive claim as true with no instances cited as

11  Compare Robert L. Holmes, “Violence and nonviolence,” p. 118:

It remains to consider how one would go about trying to justify any of
the preceding rules [four “One ought not to”-claims about violence].

Notice first that each of these rules can be viewed as either basic
or derivative and as expressing either prima facie, actual, or absolute
obligations.  A rule is derivative if it requires for its justification an
appeal to a higher rule or principle, and basic if it is nonderivative.
We shall call an obligation prima facie if it tells us what we ought to
do all things considered (that is, if there are no other overriding moral
considerations); actual if it tells us, in addition to what we ought to
do, that there are no overriding considerations; and absolute if it tells
us, not only what we ought to do and that there are in fact no over-
riding considerations, but also that there could not be any overriding
considerations.
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more plausible, for example, “All is an illusion,” “That which is true 
is that which I can perceive as such,” “There are no universals,” “The
world is made up of things,” “The world is process,” . . .  .  All of us,
when pushed far enough in trying to justify our belief in even the
simplest claims, will end up at such a place.

Even in our daily reasoning, before we get to such metaphysical
depths, we often have to invoke some general descriptive.

Example 37   Dick:  Dogs are loyal.  Dogs are friendly.  Dogs can
protect you from intruders.  So dogs make great pets.

Maria: Why does that follow?
Analysis   Maria’s right.  Dick’s argument is missing some link

from the premises—which he and Maria both accept as true—and the
conclusion.  Some general claim is needed, like “Anything that is loyal,
friendly, and can protect you from intruders is a great pet.”  But that’s
exactly what Maria thinks is false: dogs need room to run around, they
need to be walked every day, it costs more to take care of a dog than a
goldfish, . . .  .  Just stating a lot of obvious truths doesn’t get you a
conclusion.12

Example 38   Zoe:  We should go to Suzy’s dinner party tonight.
Dick: Why?
Zoe: She invited us and she’ll be very unhappy if we don’t come.
Dick: But I always have a miserable time at her dinner parties.
Zoe: Look, we should go because she’s our friend, and we 

shouldn’t make our friends unhappy.
Analysis   Zoe is giving an argument for the conclusion “We

should go to Suzy’s dinner party tonight.”  We can analyze that as:

(1) Suzy is our friend.
(2) Suzy is giving a dinner party.
(3) Suzy will be unhappy if Dick does not go to her party.
(4) We shouldn’t make our friends unhappy.
Therefore:
(5) We shouldn’t make Suzy unhappy.
Therefore,
(6) Dick shouldn’t make Suzy unhappy.

12  Some disagree and say that a list of plausible claims without a link to the
conclusion can be a good “conductive” argument, which I show is wrong in
Five Ways of Saying “Therefore” and in “Arguments” in The Fundamentals
of Argument Analysis in this series.
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Assume: 
(7) Dick does not go to the party.
Then:   
(8)  Suzy is unhappy.
Conclude: 
(6) and (8) are inconsistent.
Therefore, (7) is false.

Dick offers a counterargument, which we can fill in.

(a) Dick will have a miserable time if he goes to Suzy’s party.
(b) Dick shouldn’t do what makes him miserable.
Assume:
(c) Dick goes to Suzy’s party.
Then:  
(d)  Dick will be miserable.
Conclude: 
(b) and (d) are inconsistent.  
So (c) is false.

Dick and Zoe need to resolve who is right.  That seems to depend on
which of (4) and (b) is true, for we’ve seen that they lead to
incompatible prescriptions.

But Zoe says that Dick needn’t accept (4).  It’s only (5) that he
needs to accept.  And there are good reasons for that:

Suzy is your friend.
She’s always been good to you.
She’ll really break down if you hurt her.
She’ll be much more miserable if you hurt her than you will be

if you go to her party.
Suzy is dumb as a post and gives lousy parties, but that’s not 

because she isn’t trying.
You don’t want to live with my nagging about the misery 

you caused.
Tom, Suzy’s boyfriend, will be really mad at you if you hurt 

her feelings.
Tom is your really good friend and you don’t want to harm 

your friendship.

Dick agrees with all of these, but he still asks “So?”  And just like
Maria in the last example, he’s right to do so.  The obvious truths don’t
get Zoe her conclusion.  A general claim is needed that will rule out
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other possibilities that might allow for the premises to be true and
conclusion false.

It seems that when reasoning with prescriptive or descriptive
claims we often need to take some general principle as plausible
without further justification in order to derive less general claims.

You might say that isn’t so.  The general claims we accept are
generalizations from simpler, more basic claims.  Yes, we have to
accept some general principles that justify our making generalizations,
but those are metalogical claims, different from the kinds we’ve been
talking about.  Flo, who’s six years old, accepts “All dogs bark”
because she’s seen a lot of dogs and believes “Spot barks,” “Ralph
barks,” “Juney barks,” “Buddy barks,” “Birta barks,” “Anubis barks,”
“Bidu barks.”  Similarly, Zoe accepts the claim “We shouldn’t make
our friends unhappy” after considering enough examples like “I
shouldn’t make Suzy unhappy.” 

We are now at a divide that applies to descriptive as well as to
prescriptive claims.  Some say that we have some insight, some
intuition that justifies our accepting certain general claims as true
without invoking the truth of any of their instances.  Those general
principles are more plausible than any of their instances.

Someone on the other side of the divide takes it that only the most
particular simple claims can be justified without reason, and then we
accept generalizations at some risk.13  After all “All dogs bark” isn’t
true, since there are basenjis that don’t bark, and some dogs have had
their vocal cords cut.  This view is most often invoked in modeling in
the sciences.  It is compatible with what we’ve done.  We only need to
make more explict our process of modeling.

3.  Standards as axioms compared to principles of science
What we have done so far is an exercise in modeling.  We started with
examples from ordinary life and abstracted from them to develop a
theory, an informal theory, of how to reason with prescriptive claims.
The method is the same as we use in the sciences.  If we take the base
prescriptive claims to be the most particular, not the most general, we
can follow the methods of modeling in the sciences more expilcitly.14

13  For more on this comparison, see the quotes from Jonathan Dancy, on pp.
xxx–xxx of “Prescriptive Models” below.
14  The methodology presented here is developed in more detail in
“Prescriptive Models” in this volume.



Prescriptive Claims   31

The general principles that we invoke are understood as generali-
zations or abstractions.  They generalize or abstract from simple claims
that we believe we know by other means.  Thus, a claim such as “Dick
should not make Suzy unhappy” will be a base prescriptive claim.
From that and, perhaps, others, we abstract, we choose to ignore much
about such claims and their contexts and justifications and pay attention
to only some one or several aspects of them in order to arrive at a
general claim, such as “One should not make one’s friends unhappy.”

Such general principles will be strictly speaking false, just as the
principles of any scientific theory are false.15  They provide a
framework in which to reason by analogy or abstraction.  When we find
that a claim such as “One should never kill” is false because it
contradicts a claim we know to be true, such as “I should attack and if
necessary kill this intruder who is attacking my mother with a knife,”
we say that the scope of the theory in which the general principle
belongs is narrower than we had previously thought.  Then we try to
amend the principle so that it will not contradict this base prescriptive
claim which we believe is true.

4.  Deciding between base prescriptive claims
The last example raised the question of how we can decide between
base prescriptive claims.

Example 39   Dick:  What are you doing?
Dogcatcher: This dog just bit a child.  I’m going to take it to the 

shelter and put it down. 
Dick:  You shouldn’t kill that dog.
Manuel:  Yes, you should kill it.
Dogcatcher: Yes, I should kill it.

Analysis   Dick means his claim to be judged relative to the stan-
dard “You should never kill a dog,” where “you” is meant to be all
people.  Clearly his claim follows from that.  But why should Manuel
and the dogcatcher accept that standard?  

Dick offers a more fundamental claim “You should treat dogs as
sacred” along with the descriptive claim “When you (intentionally) kill
a creature, you are not treating it as sacred.”

(a)  We should treat all dogs as sacred.
Therefore, you should treat this dog as sacred.

15  See “Prescriptive Models” below.
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When you intentionally kill a creature you are not treating it 
as sacred.

If you kill this dog, you will be doing it intentionally.
Therefore, if you kill this dog, you will not be treating it 

as sacred.
Therefore, if you treat this dog as sacred, you will not kill it.
Therefore, (from (a) and the Basic Rule for negations) you should 

not kill this dog (in the sense of refraining from killing).

Thus, “You shouldn’t kill that dog” follows from Dick’s standard along
with other plausible descriptive claims.  But Manuel and the dogcatcher
disagree that “You should treat dogs as sacred” is true.

The dogcatcher thinks Dick is wrong.  She takes as her standard
“An employee of the city should do what he or she is paid to do,
especially if it is a rule or law of the city.”

(b) An employee of the city should do what he or she is paid 
to do, especially if it is a rule or law of the city.

The dogcatcher is an employee of the city.
Killing a dog that bit a child is part of what the dogcatcher is 

paid to do, and it is a rule of the city.
This dog bit a child in the city.
Therefore, the dogcatcher should kill this dog.

This is a valid inference, and the descriptive claims that supplement the
prescriptive one are plausible.  Thus “You should kill this dog” follows
from her standard.

So who is correct?  Each eventually works back to what he or she
considers a base prescriptive claim, one for which they consider no
further claim is needed as justification.  But they disagree about which
of those is true.

How can we judge between different base prescriptive claims?
If we can see that one of the necessary conditions for a base

prescriptive claim is false, such as that it is possible to do what is
prescribed, then we know that the claim is false.  We can also say that if
the base prescriptive claim has a consequence that is false or absurd,
then it is false or unlikely to be true.  Note that to do so requires us to
assume: Any true prescription does not have a false consequence.  But
that is not enough.  We have to invoke the following.
_______________________________________________
Consistency is a fundamental principle   We should be consistent in
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our reasoning._______________________________________________

This is a base prescriptive claim we seem to invoke in all our
reasoning.  Our justification for it is the same as for why we require that
no claim is both true and false.

Beyond considering the necessary conditions for a base prescrip-
tive claim to be true, and invoking consistency as a necessary condition,
we can only invoke whatever method or criteria we have for
determining the truth or falsity of a base prescriptive claim as our
justification of why a base prescriptive claim is true or possible.  In
Example 38, Dick and Zoe must reflect on whatever methods they have
of determining the truth or falsity of base prescriptive claims to find a
way out of their disagreement.

Sometimes, though, the question isn’t whether a particular base
prescriptive claim is true or false, but what base claim is being invoked.

Example 40   Sarah:  You should not eat dogs.
Dick:  I agree.
Analysis   When Sarah said this to Dick, she meant it to apply not

just to Dick but to everyone.  When Dick agreed did he really know
what standard Sarah had in mind?

Perhaps Sarah is a vegetarian and believes:

You should treat all animals humanely, and butchering
animals is inhumane.

Given this, the example follows.  Dick agrees with the prescriptive part,
but he doesn’t accept the descriptive claim that butchering animals is
inhumane. 

Or perhaps Sarah believes:

Dogs taste bad and you shouldn’t eat anything that tastes bad.

Given this, the claim follows, too.  But Dick doesn’t accept the descrip-
tive part, since he’s never tasted dog meat.

Or perhaps Sarah believes:

We should not eat anything that is not kosher, and dog meat is
not kosher.

Dick agrees with the descriptive part that dog meat is not kosher, but as
he’s of a different faith than Sarah, he does not accept the prescriptive
part.  Eating lobster isn’t against his faith. 

Or Sarah might just believe what many people do:
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Dogs should be treated as companions to people and not as food.

Sarah had some standard in mind when she spoke, some other
prescriptive claim from which the example follows.

Are we to say, then, that if Dick doesn’t know what standard Sarah
is invoking, he shouldn’t view the example as a claim?  No.  Both agree
that the sentence is a claim, though they may differ on not only the
evidence they take for that, but on the grounds for the truth or falsity of
it.

Dick agrees with Sarah, though he uses a different standard for
why that claim is true.  Dick believes that “Dogs should be treated as
companions to people and not as food” is true, while, it turns out, Sarah
believes “We should not eat anything that is not kosher, and dog meat
is not kosher.”  These are not inconsistent.  Indeed, none of the stan-
dards suggested above are inconsistent with the others.  

Now when Dick is asked why he believes his claim, he might say it
is because “Dog commands it so” is true.  When Sarah is asked why she
believes her claim, she could say it is because “God commands it so” is
true.  Neither can give a further justification; neither believes there is
any need to do so.  Their ultimate metaphysics of the prescriptive part
of experience are different.  But they agree on the truth-value of the
example.

It is not necessary to know what standard is being invoked to
justify a prescriptive claim for us to take the sentence as a claim.  
The example has a truth-value when it is uttered.

5. “Ought” from “Is”

a  Can argument from prescriptive premises to a descriptive
conclusion be good?
Example 8 is a valid inference whose only premise is prescriptive and
whose conclusion is descriptive:

Dick should close the window.
Therefore, the window isn’t closed.

You can’t do what’s already been done (it’s not possible not to do it).
Generally, we have that both of the following are valid:

You should do X.  
Therefore, it is possible to do X.

You should do X.
Therefore, X is not already done.



Prescriptive Claims   35

But no such inference is a good argument, for the premise of each is not
more plausible than the conclusion.

It seems that any valid or strong argument with only prescriptive
premises and a descriptive conclusion will be bad because it begs the
question: at least one of the premises is not more plausible than the
conclusion.  But more investigation of this is needed, for I have no
good analysis of why that has to be the case.

b.  Can an argument from descriptive premises to a prescriptive
conclusion be good?
One of the most discussed principles for prescriptive claims, due to
David Hume, holds that the opposite kind of argument is never good.
_______________________________________________
You can’t get “ought” from “is”

H There is no good argument all of whose premises are 
descriptive and whose conclusion is prescriptive._______________________________________________

This has seemed obvious to many people.  They say we can’t
conclude a way the world should be from knowing how the world is.
Here’s how David Hume justified it.

I cannot forbear adding to these reasonings an observation, which
may, perhaps, be found of some importance.  In every system of
morality, which I have hitherto met with, I have always remark’d,
that the author proceeds for some time in the ordinary way of
reasoning, and establishes the being of a God, or makes observations
concerning human affairs; when of a sudden I am surpriz’d to find,
that instead of the usual copulations of propositions, is, and is not, I
meet with no proposition that is not connected with an ought, or an
ought not.  This change is imperceptible; but is, however, of the last
consequence.  For as this ought, or ought not, expresses some new
relation or affirmation, ’tis necessary that it shou’d be observ’d and
explain’d; and at the same time that a reason should be given for what
seems altogether inconceivable, how this new relation can be a
deduction from others, which are entirely different from it.  But as
authors do not commonly use this precaution, I shall presume to
recommend it to the readers; and am persuaded, that this small
attention wou’d subvert all the vulgar systems of morality, and let us
see, that the distinction of vice and virtue is not founded merely on
the relations of objects, nor is perceiv’d by reason.16

16  A Treatise of Human Nature, III, i, 1.



36      Prescriptive Claims

Hume seems to give the principle for valid inferences rather than the
wider scope of good arguments.  But it is (H) rather than Hume’s
formulation that is significant for reasoning with prescriptive claims.

We can dismiss one of Hume’s reasons for accepting (H): any term
that appears in the conclusion of an inference must appear in the
premises for the inference to be valid (or, it would seem, strong).
Though that condition is imposed throughout formal logics, it fails for
many examples that we encounter in our ordinary lives.  For example,

Ralph is a bachelor.  Therefore, Ralph is not married.

This object is white all over.  Therefore, this object is not red.

Nonetheless, it might seem that by accepting our assumption that
every prescriptive claim either states or depends on a prescriptive
standard (PS) on p. xx we are committed to accepting principle (H).
But nothing we have said so far precludes that the conditions for a base
prescriptive claim to be true are entirely descriptive.

Naturalists say, roughly, that “good” and “bad,” “just” and
“unjust,” and other moral terms can or should be defined in terms of
“natural” predicates, that is, empirical ones.  Those can be about the
psychology of humans, or . . .  .  The metaphysicists, such as Kant,
think those notions can be defined in terms of descriptive metaphysical
predicates.  When only such predicates are used in a claim, the claim is
descriptive.17  So a claim of the sort “Killing cats is good” is reduced
to or understood as a descriptive claim.  

Whatever justification is given for that view can equally, it seems,
be given for the view that “good advice” and “bad advice” can be
defined in terms of descriptive claims.  But if we take that what is good
can be defined in terms of descriptive predicates, we are going to need
a prescriptive claim in order to justify our acceptance of prescriptions.
_______________________________________________
You should do what’s good   If (for you) to do X is good, then you
should do X._______________________________________________

This is what we implicitly did when we said above that value judg-
ments are often meant as prescriptions.

The naturalist could say that no such additional claim is needed.
The descriptive claims alone are what is meant by what should be done.

17  See James Rachels, “Naturalism.”
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And that view, which denies (H), is compatible with the approach to
understanding prescriptive claims in terms of standards.  It is, however,
a view that is more natural in the second approach to reasoning with
prescriptive claims that we’ll see in Section C.

The opposite view, that no formulation of why a base prescriptive
claim is true can be given in terms of descriptive claims, is also com-
patible with understanding prescriptive claims in terms of standards.
One might cite intuition, insight, religious revelation, . . .  .18  In that
case, it seems, principle (H) is correct.  Some examples, though,
suggest that the principle needs amendment to hold.  The first two
examples are from A.N. Prior, and the third is a variation of one of
his.19

Example 41   Tea-drinking is common in England.  Therefore, either
tea-drinking is common in England or all New Zealanders ought to be
shot.

Analysis   The premise is plausible and the inference is valid,
assuming that you accept the logical principle: from A conclude A or B.
But the premise is not more plausible than the conclusion, so the
argument is not good.

Example 42   There is no man over 20 feet high.  Therefore, there is no
man over 20 feet high who is allowed to sit in an ordinary chair.

Analysis   The premise is plausible and the inference is valid.  But
again, the premise is not more plausible than the conclusion, so the
argument is not good.

Example 43   Sheriffs are employed by the state.  Therefore, sheriffs
ought to do whatever all people employed by the state ought to do.

Analysis   Here the inference is valid and the premise is not only
plausible but more plausible than the conclusion.  This is a good
argument.

These examples and many more we could devise do not use the

18  See, for example, Jeff McMahan, “Moral intuition,” quoted in
“Prescriptive Models” in this volume on pp. xxx–xxx, and Philip L. Quinn,
“Divine command theory.”  For the case of religious justification on this view,
saying that “Killing cats is good” because Dog commands it is not a reduction
of the truth-value of that claim to a descriptive one, for one can further ask how
one knows that Dog commands that, which, it seems, will eventually lead to
invoking a religious revelation.
19  From “The autonomy of ethics.”  My analyses differ from his.
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prescriptive claim in an essential way.  In Example 41, any other claim
could replace the part of the conclusion that is prescriptive and the
inference would be just as good.  In Example 42, the inference would
be just as good if we replaced “is allowed to sit in an ordinary chair”
with any other predicate.  In Example 43, we can replace “ought to do”
with any other predicate (suitably modifying the grammar) and get just
as good an argument.  We can modify (H) to eliminate even the
possibility of counterexamples like these and get a principle that
appears to be correct on a non-naturalistic standards approach to
analyzing prescriptive claims.
_______________________________________________
A prescriptive part of a claim does not appear essentially   
A prescriptive part of a claim does not appear essentially in an
argument if it can be replaced by any other claim or predicate yielding
true claims for true claims and false claims for false ones and the
argument is just as good.

H+ There is no good argument all of whose premises are descriptive 
and whose conclusion is prescriptive, where the prescriptive part 
of the conclusion appears essentially._______________________________________________

Example 44   Manuel:  Let’s invite Dick over to see the football game.
Maria: Dick promised to take Zoe to the movies today.
Manuel: So Dick should take Zoe to the movies today.
Analysis   It appears that the last two claims constitute a good

argument.  The premise is plausible and more plausible than the
conclusion.  But the argument is not valid nor even strong.  It might not
be possible for Dick to take Zoe to the movies tonight, or Zoe might not
want to go to the movies tonight, so Dick’s promise is voided.  Though
a promise is the acceptance of an obligation, it is not itself an obliga-
tion: much must happen for it to be an obligation at the time for which
the promise is to come into effect.  What is missing to make this a good
argument is: “One should (almost) always do what one has promised,”
which is prescriptive.

Max Black offered a different kind of example about chess.20

Example 45    Fischer wants to mate Botwinnik.  The one and only
way to mate Botwinnik is for Fischer to move his Queen.  Therefore,

20  Max Black, “The gap between ‘is’ and ‘should’.”
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Fischer ought to move the Queen.
Analysis   Max Black argues that this is a valid inference, where

the premises are descriptive.  The conclusion is prescriptive.  Thus, we
can derive “ought” from “is.”

An analogous argument shows the flaw in Black’s reasoning:

Dick wants to get drunk.
The one and only way to get drunk is to drink alcohol.
Therefore, Dick ought to drink alcohol.

Here it is obvious that a premise is missing:

Dick should do what he wants to do.

And more generally:

SW   One should do what one wants to do.

That is wildly implausible—unless you’re the kind of naturalist who
thinks that satisfying desires is all there is to “ought.”  But in that case,
you’re begging the question in claiming that this is true and hence that
naturalism can’t be demolished.  The more common view is that SW is
false.

Max Black recognizes that some premise is needed:

It is often said that any argument of the above form is really an
enthymeme with an unstated premise, possibly of the form:

Everybody should do anything which is the one and only one 
way to achieve anything that he wants to achieve.

Since this general premise is held to be “normative” or “practical,” its
addition is held to convert the original inference into a formally
correct one still conforming to [principle (H)].  My answer is that the
proposed additional premise must be held to be analytic, in the sense
of being guaranteed correct by virtue of the meanings or functions of
the terms it contains.

But as we’ve seen, that premise isn’t analytic; it isn’t even true.
It might be said that for the example Max Black offers, a simpler

claim will do as an additional premise:

In chess, one should do what one wants to do.

But even this doesn’t seem right, as Fischer might not see that moving
the Queen is the best move and want to move the Knight instead.
Rather, we need something like:

In chess, one should make the move that most likely will lead
to checkmate.
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That seems true, and given our background of understanding chess, we
can treat the argument of this example as simply lacking an obvious
premise to repair it, though not as an argument that violates principle
(H+).

C.  Aims for Prescriptive Claims
Viewing the truth of prescriptive claims to be determined by standards,
we looked for general principles from which we could deduce particu-
lar prescriptive claims.  In our daily life we often reason in the opposite
direction, deeming advice good that leads to the fulfillment of some
general aim.

1.  Personal “should”-claims for a specified aim

Example 46   Dick has discovered some baby robins in a tree.  He says
to Zoe:

You said you always wanted to see baby birds.  So you should 
go next door and look in that maple tree.

Analysis   Dick first states that Zoe has a desire.  Then he suggests
to Zoe a way to fulfill that desire.  It seems that “should” here can be
construed as simply “will be able to fulfill your desire.”  “You should
go next door and look in the maple tree” is good advice because that’s 
a good way for Zoe to fulfill her desire to see baby birds.

Example 47   Maria isn’t feeling well, and it’s the day of a big exam in
her chemistry course.  She’s desperate to pass that course.

Dick (to Maria): You should go to school.
Zoe:  No, you shouldn’t.

Analysis   Here “should” seems more imperative.  But this
example isn’t so different from the previous one.  It’s just that here
“desire” or “wish” are not quite right.  Rather, “should” is being used
like “will be able to accomplish your aims,” and the aim here, though
not stated explicitly, is for Maria to pass her course.

As Dick, Maria, and Zoe reason together, they will reason about
what action will best fulfill Maria’s aim.  That’s what Maria should do.

In these two examples the “should”-claim is directly addressed to
the person who is being advised, and an aim that’s meant to be fulfilled
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by the suggested action is either stated explicitly or is obvious though
implicit.  Let’s look at just this kind of claim for now.
_______________________________________________
Personal “should”-claims for a specified aim
“You should do X in order to α” is the general form of a personal
“should”-claim for a specified aim, where: 

     • “do X” is a label for a blank that can be filled with a verb phrase; 

     • “α” is a label for a blank to be filled with an imperative; 

     • “you” refers to a particular person to whom the claim is addressed._______________________________________________

I’ll use Greek lower-case letters, α, β, . . . as variables for aims,
such as “Never kill a dog” or “Get warmer,” which are imperatives.
Aims can also be phrased as infinitives; for example, if Dick asks Zoe
why he should open the window, she might answer “In order to get
warmer.”  I’ll use “achieve” and “fulfill” indifferently in what follows.

Example 48   (Example 3 again)  
Dick, Zoe, Maria, Suzy, and Manuel are in Dick and Zoe’s kitchen.  It’s
cold outside and there’s a light breeze blowing in the window.  They’re
having a good conversation and don’t want to break it up, and there’s
no place else in their home to continue.

Dick: I’m cold, cold enough that my back is starting to cramp up.
Zoe: You should close the window.

Analysis   Here Dick’s aim is pretty clear: Get warm enough to
stop his back cramps.

Just as before, if the window can’t be closed, then Zoe’s advice is
bad, only here that’s more obvious: if it can’t be done, it can’t fulfill the
aim.  So suppose it’s possible for Dick to close the window.  Is Zoe’s
advice good?

If Dick needs it to be a lot warmer to get rid of his back cramps,
and he needs that done soon, and closing the window will only make it
a little warmer and will take a while to do even that, then the advice
isn’t much better than doing nothing or searching for something else to
do.  Zoe’s claim is bad advice/false.

On the other hand, if it’s sunny despite a cool breeze, and the sun is
shining strongly through the window so that closing the window is
likely to warm up the room fairly quickly, we’d say that Zoe’s claim is
good advice/true.  Dick should close the window.  It will help him
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fulfill his aim.

Example 49   (continuing the previous example)

Dick: I’m cold, cold enough that my back is starting to cramp up.
Zoe: (*)  You should close the window.
Maria: No, you should put on a sweater.
Dick: Why?
Maria: If you close the window, it’ll be too stuffy and hot in here 

for me.  Anyway, closing the window won’t make it 
warmer here very soon, while if you put on a sweater 
you’ll stop being cold pretty quickly.

Analysis   Maria’s first comment denies (*) and offers another
“should”-claim.

She explains why she thinks (*) is bad advice/false by asking Dick
to consider an additional aim: Don’t make the room too stuffy and hot
for her.  Is that one of Dick’s aims?  Maria certainly hopes that by
pointing it out it will be.  If Dick follows the advice of (*), that is, if he
closes the window, he can’t fulfill this other aim.

But even if Dick doesn’t adopt that aim, Maria offers a reason to
prefer her advice to Zoe’s.  Doing what (*) prescribes isn’t likely to
fulfill Dick’s aim very well, while following her advice, Dick is more
likely to achieve his aim.

Does that mean that Zoe’s claim is false and Maria’s is true?
Certainly it means that Maria’s advice is better than Zoe’s.  Perhaps we
should assign relative values to advice.  We could assign Maria’s claim
the value 7/8, and Zoe’s claim 1/4.  And if Dick and Zoe have a heating
pad, we might assign the claim “You should go get the heating pad and
put it on your back” the value 1, the best advice.  Advice that Dick take
their dog Spot out for a walk in the cold without putting on a coat
would get the value 0.  Perhaps we don’t want a simple dichotomy of
true/false in evaluating “should”-claims, but a scale on which we can
rank them from bad to the very best.  Then we could employ a many-
valued logic.

We may later adopt a many-valued logic as a calculus to reason
with “should”-claims.  But we can do that only after we’ve established
how we assign values to atomic “should”-claims: ones that have no
linguistic structure that we normally take into account in our reasoning.
A many-valued logic will not help us determine the truth-conditions for
atomic “should”-claims, but only for complex ones.  And that can be
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only if the truth-conditions we arrive at for atomic ones are not only
compatible with but allow for a non-arbitrary way to assign values to
advice.

Example 50   Floyd and Betty are in the hallway in their high school.
It’s the first day of the school year, and Betty is a new student there.

Floyd: Gosh, you’re over 6 feet tall.  You should play basketball.
Betty: No way.  I don’t want to play basketball because you have 

to get all rough and smelly and it’s not at all feminine.
Floyd: But if you play basketball you could almost surely get a 

scholarship to college.  And you’d help our team out.  And 
you’d be using your height to an advantage.

Betty: So what?  It’s still rough and smelly and not feminine.

Analysis   Floyd says that Betty should play basketball in order to
achieve specific aims.  It seems that if Betty follows his advice, she’ll
be able to fulfill those aims.  However, that doesn’t make his advice
good, because Betty has another aim that she values higher than and
which is incompatible with the aims that Floyd suggests.  So the claim
“You should play basketball” is bad advice/false.

We can clarify the idea that an aim and an action are incompatible
in much the same way we did for prescriptions and actions.
_______________________________________________
Converting an aim to a descriptive claim   Given an aim α meant to
be fulfilled by one or more persons, the descriptive claim associated
with α  , Aα , is a claim that describes the world in which that aim is
achieved by that person or persons and says nothing more.  An aim α is
fulfilled  if Aα is true_______________________________________________

Again, it is difficult to be precise, but I suspect that the conversion
is usually straightforward: we convert an imperative such as “Do Y” or
an infinitive such as “To do Y” into a claim “Y is done” or “Y
happens” which describes the world in which the aim is done; in the
context of a specified aim for a personal “should”-claim, we would take
this to be “Y is done by you,” where the reference for “you” is given.
_______________________________________________
Incompatibility of aims and actions   An aim α and an action X are
(likely) incompatible if Aα and AX are (likely) inconsistent.

An aim α and an aim β are (likely) incompatible if Aα and Aβ
are (likely) inconsistent.
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_______________________________________________

Here two claims are more or less likely to be inconsistent
according to whether we have a stronger or weaker argument for their
inconsistency.

Thus, Dick’s aim “Get warmer” is incompatible with his taking a
cold shower because “Dick is warmer” and “Dick takes a cold shower”
are inconsistent, as we can show with a strong or valid argument.
Similarly, Dick’s aim “Kill any vicious cat you can” is incompatible
with Suzy’s aim “Adopt this vicious cat and try to reform it” because
“Dick kills this vicious cat” and “Dick adopts this vicious cat and tries
to reform it” are inconsistent.

Now we can say that for “You should do X in order to α” to be
good advice/ true: it has to be possible for the person to whom the
claim is addressed to do X and possible not to do X; doing X should
help to fulfill α; and that person has no other aim that he or she values
as highly which is incompatible with doing X.  But what if doing X is
only likely incompatible with some other aim the person holds as
highly?

Example 51   Beth:  You should let the sheep out to graze.  They need 
more feed, and we’re low on hay.

Sam: No.  If I do, I might not be able to get them back into the 
corral before I have to leave for work.

Analysis   Here the course of action that Beth suggests for Sam is
only likely incompatible with an aim he considers more important than
the aim Beth gives for her “should”-claim.  I think most of us would
say that Beth’s advice in this case is bad/false.  Holding an aim that is
valued as highly as the aim behind the “should”-claim and is likely
incompatible with the course of action prescribed is enough to make 
the “should”-claim false.

We’ve classified a “should”-claim as good advice/true only if it
seems likely that if the person does what is prescribed, then the aim 
will be fulfilled.  How likely does that have to be?

Example 52   Suzy:  You should buy a lottery ticket.  The prize is 
$72 million.

Zoe: That’s stupid.  There’s almost no chance of winning.
Suzy: But it’s the only chance you have of getting rich.

Analysis   I think most of us would say that Suzy’s “should”-claim
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is bad advice/false.  Yes, Zoe wants to be rich.  But as Zoe points out,
there’s little chance that following Suzy’s advice would ensure that she
will fulfill her aim.  The chance is negligible, only a tiny bit better than
not following the advice.  It’s better that Zoe keep her dollar.

Example 53   Dick and Tom are out in a row boat in the ocean fishing
three kilometers offshore.  They decide to head back.  They hit some
rocks.  The motor on their boat is broken by the impact, which knocks a
hole in the boat and makes them drop their oars.  Their boat is filling up
fast with water.  The tide is going out.  The wind is getting up, and the
sea is too cold and rough for them to swim to shore.  They see that the
boat is filling with water faster than they could bail.  Nonetheless, Tom
says, “You should start bailing.”

Analysis   Even if Dick bails extraordinarily fast, he won’t get
ahead of the rising water in the boat.  They’ll sink soon whether he
bails or doesn’t bail; he can put off sinking only a little while.  The
chance of Dick fulfilling his aim “Reach safety” by bailing is only
negligibly better than doing nothing.  Yet it’s his only chance of
fulfilling that aim.

In this case, I think most of us would say that Tom’s advice is
good/true.  Though it only negligibly increases Dick’s chance of ful-
filling his aim, that’s good enough in this situation because Dick values
that aim so highly and there’s no better course of action he can see.21

Whether a “should”-claim is good advice depends in part on how
much you want to achieve your goals, that is, how important your aim
is to you.  Sometimes a negligible chance of fulfilling your aim is
enough to do something, sometimes it isn’t.  

Whether a suggested action is the best way of achieving an aim
also depends on what other ways you could act.

Example 54   (continuing Example 49)

Zoe: Actually, I think you should run down to the drugstore and 
buy a heating pad, then put it on your back.

Dick: I don’t have enough cash on me to do that.
Zoe: You could stop at the bank first.
Dick: You’re crazy—that’s way too much trouble.  Your first 

suggestion or Maria’s is much better.

21  Dick and Tom were rescued by a passing sailboat filled with college 
co-eds who were competing in a swimsuit modeling contest.
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Analysis   Dick reckons that Zoe’s advice is bad/false.  Yes, it
would help him fulfill his aim of getting warmer, but it’s too much
trouble to do compared to the other options.  It would also take too
long, during which time his aim isn’t fulfilled.  It isn’t just whether the
proposed action is likely to fulfill the aim, but how well it does that
compared to the other options, which takes into account time and ease
of doing it.

Example 55   
Father: You said you wanted to learn about ancient Greece.  There’s 

a trip for students planned by the university to go to Greece 
with a professor and see the ruins.  You should go.

Beth: That sounds great.  But I’m planning to spend the summer 
studying ancient Greek in an immersion course.  I think that 
will be more helpful than just seeing ruins.

Father: But if you see the ruins and the countryside you’ll have a 
better feel for the world the Greeks lived in.

Beth: I guess so, but not as much as if I learned their language and 
could read the plays and histories and philosophy they wrote.

Father: Maybe you could do both.  Why not take the immersion 
course in the fall?

Analysis   The claim at issue is “You should go to Greece on a trip
with a professor to see the ruins.”  Beth and her father agree on her aim:
To learn about ancient Greece.  They differ on what is the best option
for achieving that aim, studying Greek in an immersion course or going
to Greece.  These are incompatible courses of action.

From what’s been said it’s difficult to judge which option is best.
Partly it depends on how Beth absorbs new information and insight and
how she responds to travel versus study.  Her father suggests a third
option: make the options compatible by taking the immersion course in
the fall.  Then Beth could do both.

When someone suggests “You should do X,” one option we always
consider is whether doing X is better than doing nothing.  If, in the
contexts we’re considering, the people who are discussing the claim are
aware of other options that might fulfill the aim, say Y and Z, then in
evaluating whether the claim is good advice they also need to consider
doing any or all of the following:

Do nothing (refrain from doing X, Y, and Z).

Do X.
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Do Y.

Do Z.

Do X and Y.

Do X and Z.

Do Y and Z.

Do X and Y and Z.

And similarly for more options.
Some of these might not be possible if the courses of action are

incompatible.  But often enough we choose to adopt more than one
course of action if that is not too much work.  In weighing whether a
course of action is good we consider not only how likely it is that doing
it will help us achieve our aim(s), but also how difficult it is to do.  That
must be weighed against how much we want to achieve our aim(s).

For example, if Dick’s back really hurts, he might close the
window, put on a sweater, and apply a heating pad (Example 49).  Does
that mean that “You should close the window” is bad advice/false?  No,
it shows an ambiguity in “You should close the window.”  If it’s meant
as “You should close the window and nothing more,” then it’s bad
advice/false.  If it’s meant as “You should at least close the window,”
then it’s good advice/true.  Usually we understand such claims to mean 
“at least” and not “only.”
_______________________________________________
“Should” as “at least”   Unless context determines otherwise, we’ll
understand “You should do X” to mean “You should do at least X.”_______________________________________________

Example 56   Manuel:  You should pull that goat-head weed out.
Zoe: Oh, it’s small.
Manuel: But if you leave it there, it will take over your yard.

You want to have a nice yard, don’t you?
Analysis   Zoe indeed has the aim that Manuel specifies for his

“should”-claim: To have a nice yard.  That certainly requires not having
a lot of weeds in the yard.

Doing what Manuel suggests will not fulfill Zoe’s aim.  That can
only be done by weeding over many months, perhaps applying fertil-
izer, watering regularly, . . .  .  We might say that pulling the goat-head
weed will further her aim, but that’s not very clear.  What we can say,
though, is that if Zoe doesn’t pull the weed, then she will very likely
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not be able to fulfill her aim or make it much more difficult to fulfill her
aim, so following his advice is the better than doing nothing.  Manuel’s
“should”-claim is good advice/true.

Example 57   (Continuing Example 50)
Betty: Besides, I want to have children.
Floyd: Well I can help you with that.  You should come to my 

house this weekend—my parents will be gone.
Betty: You’re crazy.  I don’t want to become a mother now.

Analysis   Betty has the aim to be a mother.  Floyd says he can
help her fulfill her aim.  But Betty clarifies that her aim is for the future.
What is perferable may not be the action that fulfills the aim soonest,
but one that fulfills it at the most propitious time.

What we aim for is in the future, for if it were already achieved
there would be no point in aiming for it except for it to continue, which
is also in the future.  Some of our aims are for the entire future, as when
Manuel adopted the aim to live a morally good life.  Other aims are for
the very immediate future, as when Dick wants to get warm.  Others are
for some time that’s not clearly specified, as when Betty aims to be a
mother.  To evaluate a “should”-claim for a specified aim we need to
know what time is meant as appropriate for the fulfillment of the aim.
I’ll assume that’s either specified or we can infer it from context in
what follows.  When it’s not clear, the sentence may be too vague to
take as a claim.

Example 58   Suzy:  You and Dick should stop arguing about his 
smoking cigars.

Zoe: Why?
Suzy: So you can stop your bickering about it.

Analysis   Suzy’s advice is that Zoe should stop arguing in order
to stop arguing.  That’s stupid.  When Zoe asks “Why?”, as anyone
might to a “should”-claim, she expects a reason to follow the advice.
The answer we expect is an aim: in order to . . .  .  It’s circular to recast
the advice as the aim which the advice is meant to fulfill.  As before,
we classify prescriptive claims that are senseless, stupid, etc. as bad
advice, and hence false.

2.  Fulfilling aims
What does it mean to say that “You close the window” leads Dick
closer to fulfilling his aim of getting warmer?  It’s tempting to think in
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terms of probabilities: there is a higher probability of Dick being
warmer given that he closes the window than if he does nothing.  But 
to invoke probabilities would require us to give a numerical analysis
where there is no obvious or even non-arbitrary way to assign
probabilities to the claims involved.

In any case, a probability analysis would be an unclear shorthand
for reasoning about whether the action would cause the aim to be
fulfilled.  An analysis of how to reason about cause and effect is given
in “Reasoning about Cause and Effect” in Cause and Effect,
Conditionals, Explanation in this series.  Briefly, we can state a pur-
ported cause with a claim A that describes the world; we can state a
purported effect with a claim B that describes the world; then the pur-
ported cause is indeed the cause of the purported effect if the inference
“A therefore B” is a good causal inference, relative to obviously true
claims that are invoked as normal conditions.  The usual necessary and
in practice sufficient conditions for a causal inference to be good are
the following.
_______________________________________________
Necessary conditions for cause and effect   For a particular causal
claim to be true, describing the purported cause with a claim A and
purported effect with a claim B, the following must hold:

• Both A and B are true.

• Given the normal conditions, the inference from A to B 
is clearly valid or strong.

• Given the normal conditions and perhaps other plausible 
claims, the inference from B to A is clearly valid or strong.

• A is true of an earlier time than B, and both are true of 
particular places.

• There is no common cause of both A and B._______________________________________________

Colloquially, conditions (1–5) are:

• A and B both happened.

• It’s (nearly) impossible for A to have happened and 
B not to happen.

• If A hadn’t happened, B wouldn’t have happened   
(the cause makes a difference).
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• A happened before B happened.

• There is no common cause.

But here we aren’t investigating whether the action did cause the
aim to be fulfilled.  We want to know whether the action would cause
the aim to be filled.
_______________________________________________
Hypothetical causal claims   Suppose we have a causal claim about
what could have happened in the past or might happen in the future,
where the purported hypothetical cause can be described by A and the
purported effect by B.  The necessary conditions for the causal infer-
ence to be good are that for every way in which A could have been or
could become true:

1. B becomes true at a later time than A.

2. The inference from A to B is valid or strong.

3. The inference from B to A is valid or strong.

4. There is no D that would describe a common cause of A 
and B which would be true in the hypothesized description 
of the world._______________________________________________

Condition (1) reflects that the cause and the effect cannot be
simultaneous, which will be fulfilled so long as the action and the
fulfillment of the aim are not simultaneous.22  Thus, “You should do
α in order to α” will be false, which is consistent with our analysis in
Example 58.

Condition (4) requires that there be no common cause.  In this
context this means that there is no other claim that is or will be true that
entails both the action being done and the aim being fulfilled.  I believe
this is covered by requiring, as we already have, that it be possible for
the person not to do the prescribed action.

We’ve seen above that it’s too much to require that a prescribed
action would fulfill an aim.  What we accept normally is that the
prescribed action is more likely to fulfill the aim than other options.
That is, the causal inference is better than ones for the other options.
_______________________________________________
Comparing actions for how likely they are to fulfill an aim
Doing X is more likely to fulfill aim α than doing Y if:

22  In “Reasoning about cause and effect” I show that this is fundamental and
that the standard examples to show it is wrong are not correct.
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• Aα would not become true at the same time as AX .

• The inference “AX therefore Aα” relative to the normal 
conditions is stronger than the inference “AY therefore Aα .”_______________________________________________

If X is more likely to fulfill the aim than any other option under
consideration, then it will yield the best causal inference among the
options.  Since one of those options is doing nothing, condition (3) that
the cause makes a difference is respected, too.

As I discuss in “Plausibility and the strength of arguments” and
“Probabilities” in The Fundamentals of Argument Analysis in this
series, the evaluation of the strength of an inference is not susceptible
in general to a probability analysis; we have only an informal analysis
of the evaluation of the strength of inferences.   However, that kind of
informal analysis is needed throughout all of our reasoning and is not
peculiar to reasoning with prescriptive claims or cause and effect.

3.  Evaluating options for action
Much of the evaluation of personal “should”-claims for a specified aim
depends on the preferences and abilities of the person to whom the
claim is addressed.  But not all.

Example 59   Hubert is suffering from what the doctors say is terminal
cancer of the lungs.  He’s smoked since he was thirteen, and though he
stopped last year, his doctors say that there’s no chance the cancer
won’t kill him within one year.

Louise: You should get some of that extract of apricot pits.  You 
can get it in Tijuana, and there’s a chance it will cure your
cancer.

Beth: If you go to Tijuana, you’ll be wasting your money and 
your time.  The apricot-pit cure has been discounted by all
of the medical profession in the U.S. as having absolutely 
no effect whatever on cancer.  You shouldn’t try the 
apricot-pit cure.

Hubert: Yes, yes, Beth, I know that.  But I’m going to do it.  What
other chance do I have?

Analysis   Here the aim for Hubert is clear: Get cured.  He holds
that aim extraordinarily highly.

Beth points out that there is no chance that doing what Louise’s
“should”-claim prescribes will help Hubert achieve his aim.  Though
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Hubert acknowledges that Beth’s argument is good, he won’t accept her
conclusion.  His hopes overwhelm his reasoning.  Does that mean
Louise’s claim is not bad advice/false?

Even in this context of personal preferences we don’t want to
countenance complete incompetence in evaluating a claim.  If Hubert
won’t reason well, that doesn’t mean that Louise and Beth have to
reason badly, too.  We don’t have to expect Hubert to be a perfect
reasoner, exactly calculating the degree to which a particular course of
action could achieve his aims.  But we do expect that he is minimally
capable of reasoning well: if he accepts that an argument is good, he’ll
accept that the conclusion is true.23  Beth is right.  Doing what the
“should”-claim prescribes won’t help Hubert achieve his aim.  So the
claim is bad advice/false.

Here is what we’ve seen is involved in comparing options.
_______________________________________________
Comparing options for achieving a specified aim for a personal
“should”-claim
Doing X is a better option for a person to achieve α than doing Y
means that weighing the following according to the person’s prefer-
ences and abilities, and reasoning well, X ranks higher than Y:

• Whether X is more likely to achieve α than Y.

• Whether X is easier to do than Y.

•  Whether X is likely to achieve α at a more propitious time 
than Y._______________________________________________

4.  Necessary conditions for the truth of a personal 
“should”-claim for a specified aim

Here is what we have from the examples and Section A.

For a personal “should”-claim with specified aim 
“You should do X in order to α” to be true:

1. a. It is possible for the person to whom the claim is 
addressed to do X.

b.  It is possible for the person to whom the claim is 
addressed not to do X.

2. Aim α is not incompatible with some other aim β that the 

23  See the essay “Rationality” in this volume.
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person holds as highly.

3. Doing X is not incompatible with some other aim β that the
person holds as highly.

4. X is a (part of a) better option for the person to achieve α 
than any other option the person is aware of. 

The parenthetical remark for (4) is what we saw with Example 12 and
which we incorporated in the Basic Rule.

For a personal “should”-claim with a specified aim the options for
action and the aims that need to be considered are those that the person
to whom the claim is addressed is aware of.  In these contexts, the aims
and options that the other people in the situation have can also enter
into a discussion that leads to a better evaluation of the claim.  But it
would be strange to say that “You should close the window” is false
(Example 48) because unbeknownst to Dick, Zoe, Manuel, and Maria
there is a million-dollar diamond ring on the outside window sill and if
the window is closed it will fall off and be hidden under leaves and then
be raked up and thrown away.  Yes, Dick may value the aim “Get rich”
more highly than “Get temporary relief from my backache,” but it
won’t enter into his evaluation if he doesn’t see how it is connected to
the options that he is considering.  It would also be strange to say that
“You should close the window” is false because Dick and Zoe have a
heating pad they got from Dick’s mother a year ago which would better
alleviate Dick’s back cramps, when they’ve both forgotten they have
the heating pad.  In situations like these, the person to whom the claim
is addressed is trying to decide whether he or she should follow the
advice/believe the claim.  A person can decide what to do or not to do
only on the basis of what he or she is aware of.

Before we can consider whether these conditions might be
sufficient as well, we have to investigate whether they really are
determinant in all cases.

5.  Dilemmas
Example 60   Beth:  What are you going to do about breeding the 

sheep this year?
Sam: I want to get a good crop of lambs.  Perhaps I’ll just keep 

the ram we’ve got.
Beth: You should get a new one.  That one is too old.

Analysis   Sam has to decide whether Beth’s advice is good.  He
reckons that the ram they have will probably do well enough, though
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the ram is getting old and might not breed with all the ewes.  But he’s
given good lambs for several years now.  And it’s easy to deal with
him, and there wouldn’t be the bother of getting a new ram.  On the
other hand, their neighbor Sarah knows a fellow about three hours’
drive away who’s got a great ram of the right breed.  She’s seen it, and
he wants to sell it because he’s got too many rams.  That ram showed it
could breed well last year, and would certainly do better than Sam’s old
one.  But it’s a real bother to take a day off to get the ram, and then
Sam would have to sell his old one, and get the new ram used to him.
Sam just can’t decide.

The two options—doing nothing amounts to keeping the old ram—
seem equally good to Sam.  One’s easier, but less likely to fulfill his
aim; the other is harder, but more likely to fulfill his aim.  He doesn’t
have a strong preference one way or the other. So he can’t decide. Does
that mean the claim is neither good advice/true nor bad advice/ false?

Buridan’s ass is a fantasy that even Buridan didn’t believe: a
donkey faced with two equally good choices of hay who can’t make a
decision.  Two choices are never equally good (or equally bad).  On
reflection Sam will find that he does have a preference.  And if he
doesn’t make sufficient reflection, never getting around to thinking
hard about it, just one day finding that he’s left it too late and his old
ram is now breeding, that doesn’t mean that Beth’s claim isn’t true or
false.  It just means that he didn’t bother to reflect enough to find out
which it is.

Example 61   Last week Beth’s father was hit by a drunk driver when
he was crossing the street at a crosswalk.  He’s in the hospital, severely
injured, with no hope of ever getting out of bed, and the doctor says
he’ll always be in very bad pain.  He’s hooked up to machines that keep
him breathing and alive, though he can still communicate with effort.
He says to Beth:

You should disconnect the machines in order to let me die
without suffering more and in at least a little dignity before 
I deteriorate further.

Analysis   The prescribed action will fulfill the aim, and it is
possible for Beth to do it or not do it.  Beth, however, considers not
only the specified aim, which she holds very highly, but her other aims
as well.  She holds equally highly the aim to treat all life as sacred and
never contribute to the death of anyone.  If she follows her father’s
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advice, she will not fulfill that aim.
Beth has a dilemma.  She holds two aims equally highly, but to

fulfill one precludes fulfilling the other.  She can’t revert to the default
of doing nothing, because in this case to do nothing is to fulfill one of
the aims and not the other.

It seems that in this case the conditions for the truth of a personal
“should”-claim with specified aim given above are not determinant.  Is
there, then, no further condition that we can invoke that will let us
classify Beth’s father’s claim as good advice/true or bad advice/false?

We still want to be able to reason with her father’s claim, for
example: If you should turn off the machines, then you should do it
quickly.  If you should follow your father’s wishes, then you should
turn off the machine.  We reason with the sentence as a claim, as being
either true or false.  The difficulty is for Beth to determine which it is.
But it seems that if her own preferences do not determine whether it is
true or false, there is no further condition she or anyone else can
invoke.

We have two choices.

(1)  We can say that this is indeed a dilemma.24  Seemingly the
conditions for it to be true as well as the conditions for it to be false are
both satisfied.

We agree to view the sentence as a claim in order to determine
whether it is true or whether it is false.  But in doing so, we find that the
truth-conditions for it are indeterminate.  We cannot say that the
sentence is both true and false without abandoning all our methods of
reasoning, including those that led us to that conclusion.  So we no
longer take the sentence to be a claim.

This option is not peculiar to prescriptive claims.  We take the
descriptive sentence “This sentence is false” to be a claim and in
reasoning with it find that if it is true then it is false, and if it is false
then it is true.  When we realize that, we no longer agree to view it as a
claim.  We call such a purported descriptive claim a paradox, whereas
we call such a purported prescriptive claim a dilemma.

Such sentences are then outside the scope of our theory.  However,
as with the liar paradox, we may be able to extend our theory to deal
with them by modifying the conditions for a prescriptive claim to be
true by paying attention to parts of our experience we ignored in first
establishing our theory.25

24  See Ruth Barcan Marcus, “Moral Dilemmas and Consistency.”  
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(2)  We can say that this, as all personal “should”-claims that are
dilemmas, is only an apparent tie.  Sufficient reflection by Beth will
allow her to see which of these two aims she values more highly.  The
claim is good advice/true or bad advice/false, it just isn’t immediately
clear to Beth what her preferences are that determine that.  There is no
reason to think that we can easily and rapidly evaluate every personal
“should”-claim with specified aim.  This is not to say that Beth
unconsciously values one aim more highly than the other.  It is only to
say that on sufficient reflection she will come to view one of the aims
more highly than the other.  And this is not an idle speculation, for if
she does nothing, that will fulfill one of the aims and not the other, so
she does need to make a choice.

Example 62   Ruth is desperately in love with Harold.  She thinks of
him day and night, and he loves her as desperately.  But she is engaged
to Ronald.  She is talking with her close friend Barbara:

Barbara: You should marry Harold.
Ruth: Why?
Barbara: So you can be forever with the one man you love.
Ruth: But then I would have to break my engagement to 

Ronald, and I would never be able to respect myself, 
knowing how I had broken his heart and broken my word
to him and gone against my father’s wishes.

Analysis   Is Barbara’s claim good advice/true?  
Ruth has two aims which are incompatible: to live with the man

she loves and to live with her own self-respect.  She holds both aims
equally highly.  Her options are to marry Harold, marry Ronald, or do
nothing.  If she does nothing, she fulfills neither aim, and that seems a
worse option.

Most of us, I suspect, have a hard time imagining that this is a real
dilemma.  We think it is obvious that one way of acting will be prefer-
able to the other for some reason not considered in the example.  Most
likely, though, that’s because we’re imagining ourselves in Ruth’s place
and are using our own preferences in place of hers to evaluate the
claim.

But still we imagine that Ruth will find one of the options better.
Perhaps she will begin to consider marrying neither of the men to be

25  See Chapter XXII of Classical Mathematical Logic for how that can be
done for self-referential paradoxes.
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best in order to fulfill the aim of living in the peace of knowing that she
hasn’t harmed either man more than the other and hasn’t harmed her
father.  Or she will begin to value her love more highly than her honor.
Or her honor more highly than her love.  All we know of people is
likely to convince us that she will not live with such a dilemma long.
Knowing that doing nothing is an option, she considers that, too, so that
we cannot say that she falls willy-nilly into a course of action.

Still, it might be a real dilemma.  As Bas C. Van Fraassen says in
discussing that view in “Values and the Heart’s Command”:

If two duties, equally sacred, conflict, an exercise of the will can settle
the conflict, but not a calculation of values.   p. 9

6.  A subjective element in truth
Every personal “should”-claim for a specified aim is subjective:
whether it is true or false depends on the preferences and capabilities of
the person to whom it is addressed.26  Yet it is not just those prefer-
ences, but the process of evaluation that determines the truth-value of
the claim.  As the person to whom it is addressed mulls the various
aims and options, considering more, weighing and judging, the claim
becomes true or false.  It seems, then, that the claim on being uttered is
not yet true or false.  But if not, how can the person reason with it when
trying to evaluate it?

We seem to be in a place that is not encountered in other ways 
of reasoning: A sentence is not true or false but becomes true or
becomes false by the personal intervention of someone considering his
or her own preferences or possible actions that he or she could do. 

Yet this is not unusual.  Consider the evaluation of the strength of
an inference in trying to decide if an argument is good.  We have to ask
whether it is likely that the premises could be true and conclusion false.
We evaluate possibilities according to our own subjective sense of what
is likely, though that evaluation almost always turns out to be intersub-
jective after sufficient discussion among those concerned in evaluating
the inference.  Should we say that “This inference is strong” is not true
or false when uttered, but becomes so only after sufficient reflection by

26  A claim is subjective if whether it is true or false depends on what
someone or something thinks, believes, or feels.  It is intersubjective if it is
subjective and (almost) everyone would agree on its truth-value.  It is objective
if it is not subjective.  See “Subjective claims” in The Fundamentals of
Argument Analysis in this series.



58      Prescriptive Claims

one or more people?
The problem of whether an utterance is true or false from the

moment it is spoken or only after someone, or some group of people, or
some creature (Spot the dog smelling two bowls of dog food) makes
some personal evaluation is endemic to all reasoning in which there is a
subjective element.  But it is a problem only if we adopt an attitude that
there is an objective standard that a sentence must pass in order for it to
be true: whatever conditions that determine whether it is true or false
are satisfied or not at the moment the sentence is uttered.  That
objective standard seems not to be fulfilled in the examples above.  But
the adoption of that standard is also at issue.

Objective claims about the future have a similar problem.  We all
use and treat sentences such as “It will rain tomorrow” and “Dick will
marry Zoe next year” as true or false.  Does this mean we commit
ourselves to the view that everything in the world is determined in
advance in order for those sentences to have a truth-value now?

The definition of “claim” I use is meant to avoid taking a stand on
these issues.  A sentence is a claim if we agree to view it as true or
false.  In all these cases it simplifies our reasoning enormously to view
such sentences as true or false from the start of our consideration of
them.  If you wish, you can say that a proposition, for example, is what
is true or false, and then what we are doing in our reasoning is
establishing whether a particular claim represents or correlates to a
proposition.  But then you are faced with explaining what a proposition
is, and how, if it is not the utterance in context, it can and does play a
role in our reasoning.  My sense is that invoking such propositions only
serves to make it possible for those who want complete objectivity in
their reasoning to have an object that is true or false, even when that
object has no other role than marking a place we want to get to in our
reasoning.  More apt is to say that we reason with sentences as if they
are true or false and in doing so come to an evaluation of which they
are: true or false.

7.  Good reasoning and evaluating preferences

Example 63   Dick:  That was a great meal.  How about some dessert?
Zoe: We’ve got ice cream.
Dick: Great.
Zoe: Which would you like: strawberry, chocolate, or vanilla?
Dick: Boy, that’s a hard decision.
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Zoe: You exasperate me.  You should have vanilla. 
Analysis   Zoe’s claim has the unstated but obvious aim that Dick

should enjoy his dessert.  The problem is that Dick prefers strawberry
to chocolate, and he prefers chocolate to vanilla, but he also prefers
vanilla to strawberry.

Here there’s no question of Dick not knowing his preferences nor
being unclear about the options for action or their consequences.  The
problem is that his own valuation of aims is circular.  Though some say
that it is irrational of Dick to have circular preferences, there is nothing
unusual nor wrong in doing so except that it prevents an idealized
probability calculus from being applied.  It is Dick’s preferences that
have to be taken into account in determining the truth-value of the
claim.  Those do not make him a bad reasoner, for reasoning is not
involved in his holding them.

In any case, I think that this is only a theoretical problem, not a true
dilemma.  Dick will decide for one of the flavors rather than going
without ice cream.  Perhaps some other aspect of the situation will
show up to tilt his preferences—perhaps they’re almost out of vanilla
and he should finish off the carton.  Or he’ll just plunk for one of the
flavors.  Neither Dick, nor any of us, is a good candidate to be
Buridan’s ass for our just desserts.

Example 64   Zoe:  We should get a new car.
Dick: You know we don’t have enough money for a new car.
Zoe: I mean a different car, a used one that’s in better shape than ours.
Dick: Why?
Zoe: Because it broke down again yesterday when I was at the 

grocery and I had to get a guy there help me push start it.
Dick: Oh, that’s the starter motor again.  We can get Mohammed to 

replace it.
Zoe: Sure.  And then get new tires.  And a new radiator.  Pretty soon 

it’ll be costing us as much as getting a newer car.
Dick: But it’s better to have ours and know what’s right and wrong 

with it than getting another person’s problems.
Zoe: Bob’s AutoMart is reputable and I figure we can get a good used

car there.  It’ll cost a bit, but not as much as fixing up ours over a
few years.

Dick: I don’t know.  Let’s think about it.

Analysis   Here the personal “should”-claim is addressed to two
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people, Zoe and Dick.  The aim, though unstated, is clear: To have a
reliable car at the minimal cost, both in money and trouble.

The problem is that to evaluate which is the best option requires
considering the possible consequences of each action.  That is, Zoe and
Dick have to consider what claims would likely become true if they buy
a new car or keep the old one.  That kind of causal evaluation is diffi-
cult and often leaves people stymied or making a bad choice because
they have incomplete information and they aren’t good at such
reasoning.

That Dick and Zoe don’t have all the information they need and
aren’t perfect reasoners, though, doesn’t mean that their evaluation of
the “should”-claim will be wrong or unjustified.  For a personal
“should”-claim with specified aim we expect the person to be a
competent reasoner, but not a perfect reasoner.  Just how good a
reasoner we might expect the person to be is an issue I’ll  consider below.
Even a great reasoner, the very best, can’t survey all options, all conse-
quences, and all aims.  Here it is Dick and Zoe’s evaluation that will
determine the truth-value of the claim, imperfect though that may
be.27

27  Compare Kurt Baier in The Moral Point of View: A Rational Basis of
Ethics (as quoted in Value and Obligation, ed. Richard B. Brandt, Harcourt,
Brace & World, Inc., 1961, p. 134):

Consider an example.  Count O. believes his wife to have been
unfaithful to him with Casanova.  He believes he ought to kill both
Casanova and the Countess.  In fact, however, she has not been
unfaithful to him and, therefore, he really ought not to kill either
Casanova or the Countess.  What, then, ought he to do?  What he
thinks he ought, “his subjective duty”?  Or what he really ought,
“his objective duty”?

The paradox disappears as soon as we remember that, in
deliberation the agent has to accomplish a theoretical and practical
task and that, in evaluating the agent’s performance, we can criticize
him on two quite different grounds, the inadequate performance
either of his theoretical task or of his practical task.  When this
distinction is drawn, the paradoxical question vanishes.  For all that
we can in reason demand of the agent is that he should first com-
plete, to the best of his ability, his theoretical task and then act in
accordance with whatever answer he has arrived at in completing
that task.  The agent, therefore, can never ask himself, “Should I do
what I think best or what is best?”  For his theoretical task is to find
out, to the best of his ability, what is best.  The completion of his
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8. Truth-conditions for personal “should”-claims for a 
specified aim
I propose that we take the necessary conditions for a personal “should”-
claim with specified aim to be true to be sufficient as well.
_______________________________________________
Truth-conditions for a personal “should”-claim with specified aim 
“You should do X in order to α” is true if and only if:

1. a. It is possible for the person to whom the claim is 
addressed to do X, and he or she knows that.

b.  It is possible for the person to whom the claim is 
addressed not to do X, and he or she knows that.

2. Aim α is not incompatible with some other aim β that the 
person is aware of and holds as highly.

3. Doing X is not incompatible with some other aim β that the
person is aware of and holds as highly.

4. X is a (part of a) better option for the person to achieve α 
than any other option the person is aware of._______________________________________________

If (1)–(4) all hold, I can’t see how it even makes sense to ask, “But
should you do X in order to α ?”  Further examples over time will
either confirm this or raise more conditions that are needed for the truth
of personal “should”-claims.  In the meantime, let’s consider these
conditions apt.

Note that all the truth-conditions for a personal “should”-claim
with a specified aim are descriptive.  If one of them were prescriptive
we would have to give the truth-conditions for that, which would
involve another prescriptive claim, and so on forever.

Note also that in evaluating a personal “should”-claim with a
specified aim we do not necessarily endorse the person’s aim(s).  
We are considering only whether the advice is good relative to that

task will be what he thinks best.  He cannot at the same time think
another course of action to be the best.  Count O. can think either
that killing Casanova and his wife is best or that something else is
best.  He cannot think that killing Casanova and his wife is what he
thinks best and at the same time that not killing anybody really is
the best.  In the course of deliberation, only the question What is the
best action? can arise.  Thus, for the agent the paradoxical question is
impossible.
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particular person’s aim(s).  Thus, “You should kill that dog” might 
be good advice if someone’s aim is to kill all dogs, even though that
aim is reprehensible.  We’ll consider below how to factor into our
analyses consideration of other people’s valuations of aims.

9.  Personal “should”-claims without specified aim
The examples of “should”-claims we’ve seen either have an aim that is
explicitly specified or an aim that is obvious in the context.  But often
we state “should”-claims without specifying any aim.

Example 65   Beth:  Look, someone’s abandoned another puppy near 
our gate.

Sam: Another one?  Why do people leave their dogs out here 
in the country?

Beth: You should take it to the animal shelter.

Analysis   This is a “should”-claim addressed to a particular
person, Sam, with his and Beth’s aims the only ones meant to be
considered.  But what aims?

Possibly Beth had no specific aim in mind when she made her
claim.  Does that mean what she said is too vague to be true or false?
Consider how Beth and Sam continued to discuss her claim.

Sam: Why?
Beth: We can’t keep it, and it isn’t right to let him die.
Sam: But we could use another dog, and this one looks like it 

could be a good sheep dog.  I swear it’s a border collie.
Beth: We need to have fewer animals, not more.

When Sam asks “Why?” he’s requesting Beth to specify an aim.
But they don’t stop there.  They begin to survey all their relevant aims,
along with how various options might fulfill those.  They do so because
they think that the original statement is a claim.

When no aim is specified, a personal “should”-claim is meant as
open to investigation of all aims.  Then it’s true if for one of those aims
all the truth-conditions hold.
_______________________________________________
Truth-conditions for a personal “should”-claim without 
specified aim    

“You should do X” is true if and only if:

E There is an aim which the person(s) to whom the claim is 
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addressed has and is aware of such that:

Conditions (1)–(4) for the truth of a personal “should”-
claim with specified aim are satisified._______________________________________________

The existential clause here is constructive: it is not enough that there is
an aim that no one knows about or that the person to whom the claim is
addressed is ignorant of.  The aim must be picked out explicitly in order
for the claim to be true.

Alternatively, we can resolve how to reason with personal “should”
-claims without a specified aim by using a linguistic equivalence.
_______________________________________________
Personal “should”-claims without a specified aim   

“You should do X” will be analyzed as (assimilated to):

 “There is an aim α you have such that you should do X 
in order to α .”_______________________________________________

We don’t need to say the two sentences mean the same, but only
that we can (agree to) use the latter in place of the former, so long as
the existential clause in it is understood to be constructive.

It might seem that this approach to personal “should”-claims is
similar to Bertrand Russell’s approach to descriptive names.28  What
might be considered too vague or strange because a possible reference
or aim is missing becomes one by requiring an existential clause for the
reference or aim.  But the comparison is superficial.  The evaluation of
a personal “should”-claim proceeds the same whether the aim is
specified initially or not except for where we stop in the evaluation.
For “You should do X in order to α” we stop and say it is false if, for
example, doing X would not fulfill α, even though we had in the
meantime considered other aims.  For “You should do X” we continue
the evaluation to see if doing X would fulfill another aim β so that
“You should do X in order to β” is true.

Example 66   Zoe is baby-sitting and is getting ready to put to sleep
her neighbor’s six-year old daughter Flo.

Flo: You should leave a light on in the room.
Zoe: Why?
Flo: Because if you don’t the monsters will come out from 

28  In his ”On denoting”; see Chapter VIII of my Predicate Logic for a
presentation and analysis.
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under the bed and hurt me.
Zoe: But there aren’t any monsters.  See, I’ve looked under 

the bed.
Flo: But there are, there are.  I’ll never sleep.
Zoe: O.K., I’ll leave a light on.

Analysis   Zoe accepts “You should leave a light on” not because
of the aim that Flo specifies, but because of an aim Zoe holds: To help
Flo sleep.  The claim “You should leave the light on in the room in
order to keep monsters from hurting Flo” is false because doing the
action won’t make a difference in achieving the aim.  But “You should
leave the light on in the room in order to help Flo sleep” is true, and
hence “You should leave the light on in the room” is true.

10. “Should”-claims for a particular person: subjectivity,
intersubjectivity, and objectivity
Many “should”-claims, though directed to a particular person, are not
meant to be evaluated relative to only that person’s aims and
capabilities.

Example 67   Zoe and Maria are looking on as Manuel and Dick play
chess.

Zoe (to Maria):  Dick should move his Queen.  Then it’s 
checkmate in two.

Analysis   Zoe is not telling Dick what he should do; the rules of
the game don’t allow that.  Zoe is saying what the best action for Dick
is, relative to what she perceives to be his aim: to win the game.

The analysis of “should”-claims we’ve developed is not
appropriate here.  Dick may be unaware that if he moves his Queen it
will be checkmate in two.  But that doesn’t mean the claim is false.
The options and the likelihood of their fulfilling Dick’s aim that need to
be considered in the evaluation of the claim include those that Zoe and
Maria can see, not just the ones that Dick is aware of.

Example 68  (Example 39 again)
Dick:  What are you doing?
Dogcatcher: This dog just bit a child.  I’m going to take it to 

the shelter and put it down. 
Dick:  You shouldn’t kill that dog.
Manuel: Yes, you should kill it.
Dogcatcher: Yes, I should kill it.



Prescriptive Claims   65

Analysis   Manuel and Dick are telling the dogcatcher what she
should do.  So it seems that the analysis should be for a personal
“should”-claim.  But Dick, Manuel, and the dogcatcher do not think
that “You should kill that dog” is true or false depending on only the
dogcatcher’s aims.  That would be to put her particular aims above any
that might hold more generally.  Killing dogs would be good or bad
according to personal whim.

No, as Manuel, Dick, and the dogcatcher reason together, they will
say that they have certain aims they believe are behind their “should”s.
The dogcatcher says, “Always follow the rules and laws of this city.”
Manuel will say, “Kill any dog that is vicious.”  Dick will say, “Never
kill a dog.”  Those are understood by these people not as personal aims,
but as aims that are meant for everyone.  These folks certainly do not
believe that “You should kill that dog” is true when meant for the
dogcatcher and false when meant for Dick.

Every aim we considered in the previous sections was a subjective
or personal aim: it is held by a particular person for a motive, and
there is no reason to think that other people, even in the situation in
which the claim is made, share that aim.

An aim is intersubjective if most people hold it as a subjective aim
for roughly similar reasons.  When we claim that an aim is intersub-
jective, we believe it is good for everyone, and that everyone will aim
for what is good for himself or herself.  “Thou shalt not kill” is a good
universal aim, we might say, meaning it is an aim that is good for all of
us, one that all of us should reckon in evaluating what we should do,
and one we should all be aware of.  We could try to justify this by
arguing that some aims are universally good for everyone, invoking
usually some other aim that seems even more clearly good as the basis
for that, for example, “Live in a harmonious society.”

In the last example Dick does not think his aim is subjective or
intersubjective.  He offers it as an objective aim: it is good for
everyone regardless of their particular beliefs or circumstances.  It is
good because of some impersonal standard, in this case because Dog
tells us to act that way.
_______________________________________________
Subjective, intersubjective, and objective aims

An aim is subjective or personal if it is held by a particular person for
a reason peculiar to him or her.
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An aim is intersubjective if most people hold it as a subjective aim for
roughly similar reasons.

An aim is objective if it is good for everyone regardless of their
particular beliefs or circumstances._______________________________________________

Example 69   Zeke:  Jeez, I really hate dogs.
Zoe: Even so, you shouldn’t kick that puppy.  It’s cruel, and it’s 

wrong to hurt animals needlessly.  Think what our society 
would come to if we all gave way to our cruel impulses with 
animals.  That would carry over to our relations with other 
people, and we would have a harsh, cruel world to live in.

Dick: I agree, but there’s a better reason why you shouldn’t hurt 
animals needlessly, particularly dogs.  Each has a soul, and  
it is wrong to torture anything that has a soul.

Zeke: Well, I hate dogs and that’s good enough for me.

(A fight ensues as Dick and Zoe try to restrain Zeke, while the puppy
looks on.)

Analysis   Here we see each kind of aim.  Zeke holds a subjective
aim: Hurt what I hate.  Zoe’s aim is “Don’t hurt animals needlessly,”
which she argues is intersubjective.  Dick holds the same aim, but gives
a reason to think it’s objective.

For each “should”-claim we have a choice of what kind of aims we
intend to be considered in its evaluation:

your aims  subjective

our aims intersubjective

the aims objective

For each “should”-claim, we have a choice of whether we have a
personal or impersonal standard for considering options:

the options you are aware of subjective

the options we are aware of intersubjective

the options objective

The personal “should”-claims in the examples in previous sections
were meant to be judged relative to subjective aims and options.  The
examples in this section are meant to be evaluated relative to inter-
subjective or objective aims and/or options, ones that the person to
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whom the “should”-claim is directed might not even be aware of.
“Should”-claims used in this way to invoke impersonal norms are
normative.29

It’s hard to evaluate “should”-claims that are meant to be
normative.  First, an aim has to be established.  That is, an argument
must be made or insight shared that a particular aim, whether it be
personal, as in Example 67, or intersubjective, or objective, as in
Example 68, is the correct one relative to which the claim should be
judged.  The existential clause is still constructive.

We also have to decide whether we intend all possible aims to be
considered in trying to evaluate whether the prescribed action is
incompatible with an aim that has higher value, and we also have to
evaluate how important achieving the aim is.  Indeed, we have to
decide what “has greater value” means.  Value, on the face of it, is not
something that is objective, but some people believe it is.  With
normative claims it seems that we mean that values of aims are meant
to be judged at least by some intersubjective standard.  But the chess
example shows that this need not be the case, for it is only Dick’s aim
there that matters.

We also have to decide in evaluating the options for fulfilling the
aim whether those are meant to be judged relative to a single person’s
capacities and preferences or by some impersonal standard.

Difficult as such an evaluation may be, we can nonetheless state
the truth-conditions for “should”-claims directed to a particular person
by modifying the truth-conditions for personal “should”-claims to take
into account the variety of aims and options that might be considered.
_______________________________________________
Truth-conditions for “You should do X in order to αααα” for 
a particular person

“You should do X in order to α” is true if and only if:

1. a. It is possible for you to do X
and [you know that/we know that/—].

b.  It is possible for you not to do X
and [you know that/we know that/—].

2. Aim α is not incompatible with some other aim β 
[you are aware of/we are aware of/—] that is as valuable 

29  The terms “prescriptive” and “normative” are often used interchangeably.
But these examples suggest that “normative” is inappropriate except when the
norms are intersubjective or objective.
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[to you/to us/—].

3. Doing X is not incompatible with some other aim β
[you are aware of/we are aware of/—] that is as valuable 
[to you/to us/—].

4. X is a (part of a) better option for you to achieve α than any
other option Y [you know/we know/—].  That is, weighing
the following, X ranks higher [to you/to us/—]:

a. Whether X is more likely to achieve α than Y.

b. Whether X is easier to do than Y.

c. Whether X is likely to achieve α at a more propitious 
time than Y._______________________________________________

In evaluating a “should”-claim we can use any mix of subjective,
intersubjective, or objective standards.  The word “you” in a part of the
analysis indicates a subjective standard; “we” indicates an intersub-
jective standard; “—” indicates no condition is imposed, that is, an
objective standard.  Which sort of standards we choose to use to
evaluate the “should”-claim will be determined in part by context.  
It doesn’t seem likely that we can state with much precision what kinds
of contexts determine which kinds of standards.

But it might not be just context.  What it may come down to is
what a person proposes should be the way to evaluate a particular
prescriptive claim or all prescriptive claims.  We can’t evaluate that
“should” according to the analyses we’ve proposed, for how to evaluate
that one, too, is at stake.  There is no way out of the circle except to say
this is how we shall evaluate such claims, for whatever reasons we
propose.  Those reasons will be relative to certain aims, and we can
reason about them using the conversion methods described previously.
I will discuss this more in some examples below.

In the same way we have an evaluation of “should”-claims where
no aim is specified.
_______________________________________________
“Should”-claims for a particular person without a specified aim
“You should do X” will be analyzed as (assimilated to) “There is an
aim α [you have/we have/—] such that you should do X in order to α.”_______________________________________________

11.  Further kinds of “should”-claims
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In Section A we looked at several kinds of “should”-claims.  Let’s  see
now how consideration of aims can be factored into their analyses.

a. General “should” claims
As discussed in Section A.13, we often intend the “you” in “You
should do X” to be taken as meaning everyone, and we noted the
following.

G “You should do X” meant to apply to all people and all times is 
true if and only if “For any person in any context, that person 
should do X” is true.

But it isn’t clear what aim(s) are meant to be invoked.
We might consider (G) to be completely relativized.  That is, the

general “should”-claim is true if and only if each claim “You should do
X” for a particular person and context is evaluated as true relative to the
particular aim(s) of that person.  There is not one single aim relative to
which the claim is meant to be judged.  For example, “You should
refrain from killing dogs” could be true due to there being millions of
distinct aims people have relative to which “You should refrain from
killing dogs” turns out to be true in each individual case.  We treat the
general “should”-claim as summarizing all particular “should”-claims,
which is what we call a fully relativized general “ should”- claim.

Normally, though, when we make a general claim like “You should
refrain from killing dogs” we intend there to be just one aim relative to
which it is meant to be judged, say, “Treat dogs as sacred.”  In that
case, too, we will have to consider all aims of all people, but there is
some hope that a general analysis, that is some analysis that depends on
the nature of people or their society or the gods, will show that for each
person clause (4) of the truth-conditions holds.  In that case we can
specify the single aim or simply hold that there is one, whether it be
intersubjective or objective.  On these understandings we can make the
following definitions, noting that it is only by context or by asking the
person making the claim that we can resolve which kind of aim is
meant.
_______________________________________________
General “should”-claims with a specified aim   “You should do X in
order to α” meant to apply to all people and all times is true if and only
if “You should do X in order to α” is true for each person and each
context in which the person might be. 
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General “should”-claims for a single unspecified aim   “You should
do X” meant to apply to all people and all times for a single unspecified
aim is true if and only if there is an aim α such that “You should do X
in order to α” is true for each person and each context in which the
person might be._______________________________________________

b. Impersonal “should” claims

Example 70   (Example 23 again)  
Society should ensure that everyone has the necessities: a good place to
sleep, food, clothing, and a chance to do productive work.

Analysis   In Section A.14 we said that this claim is best
understood as:   

Each of us should do what we can towards ensuring that
everyone in our society has the necessities: a good place to
sleep, food, clothing, and a chance to do productive work.

That amounts to taking what appears to be a prescription as an aim for
each of us, with “what you can” being a kind of variable meant to be
filled out by considering what each individual person can or cannot do
that might or might not fulfill that aim.  That is, a prescription for a
society becomes an aim for each individual.

c. “Shouldn’t”
Aims also have to be factored into the evaluation of negations.  The
negation of “You should do X,” in the sense of “It’s not the case that
you should X,” is true when “You should do X” is false, and false when
“You should do X” is true.  This means that if the claim is meant for a
particular “you,” there is no aim that will make all the truth-conditions
for “You should do X” hold.

Example 71   Dick:  You should go to the dance tonight.
Manuel: Why?
Dick: I don’t know.  It just seems like a good idea.
Manuel: It doesn’t seem like a good idea to me.
Analysis   Dick can’t specify an aim relative to which Manuel

should judge “You should go to the dance tonight,” and, since Manuel
doesn’t have such an aim, Manuel reckons that “You should go to the
dance tonight” is bad advice/false.  That is, “It’s not the case that you
should go to the dance tonight” is true.  This is one way that Dick’s
claim can fail to be true.
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In contrast, “You should refrain from doing X” is an atomic
“should”-claim, with the usual truth-conditions:

 There is an aim α [you have/wehave/—] such that: 

1. a. It is possible for you to refrain from doing X
and [you know that/we know that/—].

b.  It is possible for you not to refrain from doing X
and [you know that/we know that/—].

2. Aim α is not incompatible with some other aim β 
[you are aware of/we are aware of/—] that is as valuable 
[to you/to us/—].

3. Refraining from doing X is not incompatible with some 
other aim β [you are aware of/we are aware of/—] that is 
as valuable [to you/to us/—].

4. Refraining from doing X is a (part of a) better option for you to 
achieve α than any other option Y [you know/we know/—].  
That is, weighing the following, X ranks higher [to you/to us/—]:

a. Whether refraining from doing X is more likely to 
achieve α than Y.

b. Whether refraining from doing X is easier to do than Y.

c. Whether refraining from doing X is likely to achieve α 
at a more propitious time than Y.

Compare these with the truth-conditions for “You should do X.”
The aim relative to which the claim is meant to be judged may be
different from the one for “You should do X.”  In Example 49 we
evaluate “You should close the window” relative to Dick’s aim of
getting warmer.  We evaluate “You should refrain from closing the
window” relative to Maria’s aim of not making the room hot and stuffy.
However, in the evaluation of both “You should do X” and “You
should refrain from doing X” we normally consider a range of aims in
the analysis so that in the end we have to look at the same aims and
causal inferences.  In particular, in evaluating “You should do X” we
consider the option of not doing X, that is, refraining from doing X.  In
evaluating “You should refrain from doing X” we consider not
refraining from doing X, that is, doing X.

d.  Complex propositional claims
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Example 72   (continuing Example 49)
Zoe:  Dick, you should close the window, and Maria, you should

turn on the fan.
Analysis   One conjunct is evaluated relative to Dick’s aims, and

the other relative to Maria’s aims.  For the classical evaluation this is
true if and only if both conjuncts are true.

Example 73   (continuing Example 49)  
Dick wants to get warmer and also wants to make Maria comfortable.
Zoe might say either of the following to him:

(A) You should close the window and you should turn on the fan.

(B) You should close the window and turn on the fan.

Are these equivalent?
Analysis   In evaluating either conjunct of (A) and in evaluating

(B) we consider both of Dick’s aims (α) “To get warmer” and (β) “To
make Maria comfortable”.  Let’s assume that Dick holds (α) consider-
ably higher than (β).  We consider all of the following options:

Do nothing.
Close the window.
Don’t close the window.
Turn on the fan.
Don’t turn on the fan.
Close the window and turn on the fan. 

Claim (A) is true if and only if each conjunct is true.  In that case,
we could have (A) false but (B) true.  The first conjunct of (A) could be
true but the second conjunct false, for the second is meant to be judged
only against the single aim (β).  But (B) could nonetheless be true in the
same circumstances because it is meant to be judged relative to the joint
aim (α and β), “To get warmer and to make Maria comfortable,” so that
Dick holding (α) much higher than (β) doesn’t matter.  Hence, “You
should do X  and you should do Y” need not be equivalent to “You
should do X and do Y.”

Example 74  (continuing Example 49)
 Zoe (to Dick): If you close the window, you should turn on the fan.

Analysis   Suppose “you close the window” is true.  That is, Dick
closes the window.  Then Maria will be hot.  Then Dick must consider
the aim, “Don’t make the room too hot and stuffy for Maria,” which, if
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he adopts, would make “You should turn on the fan” true.  But it is
certainly possible for the antecedent to be true and consequent false: it
might be too difficult to find the fan, or Dick might choose not to adopt
that aim.  So it seems the conditional is false.

But that analysis is not for the conditional.  It shows that the
inference “You close the window, therefore, you should turn on the
fan” is not valid or even strong.  If we are considering whether the
conditional is true according to the classical interpretation of “if . . .
then . . .” we have to ask whether the antecedent is true and consequent
false, not whether it is possible for the antecedent to be true and
conclusion false.  The only way we can verify whether that is the case
here is when Dick closes the window, ask him if he’s adopted that aim
about Maria and determine how hard it is to turn on the fan.  That’s
because Dick closing the window is not sufficient for him to adopt the
aim of not making the room too hot and stuffy.

Example 75   (continuing Example 69)  
If you hate dogs, then you should kill this dog.
Analysis   We know that Zeke hates dogs, and he believes that this

is sufficient for him to have the aim of killing any dog he can.  But the
conditional is still false: The dog belongs to the mayor and killing it
would be incompatible with Zeke’s aim of not getting thrown in jail.

Example 76   (continuing Example 39)
If you should kill all vicious dogs, then you should kill this vicious dog.

Analysis   Whatever aim that will serve to make the antecedent
true will also serve to make the consequent true.

Example 77   (continuing Example 39)
If you should kill this vicious dog, then you should kill all vicious dogs.

Analysis   This is false.  The dogcatcher has the aim of killing all
vicious dogs that are in her jurisdiction, but she doesn’t hate dogs and
won’t try to kill vicious dogs that aren’t in her city and county because
she thinks that many of them can be trained to be loving and faithful.
The premise is true, and the conclusion is false.

e.  Second-order prescriptions

Example 78   (continuing Example 29)
Zoe: You should follow your doctor’s advice.
Dick: Why?
Zoe: In order to be healthy.
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Analysis   We asked before whether Zoe’s original claim is
equivalent to the following:

You should give up smoking cigars, and you should get more
exercise, and should get eight hours of sleep every night, and
should drink only in moderation.

If we understand prescriptions in terms of aims, the equivalence holds
if and only if the aim for each of the conjuncts is “To be healthy.”

Example 79   You should do what the laws say you should do.
Analysis   The law says “You should stop your car at a red light,”

and the aim for that is to avoid accidents; the law says “You should not
wiretap without a warrant,” and the aim for that is to protect privacy;
the laws says . . .  .  We view the claim as a summing up of a range of
prescriptions which we cannot (easily) specify:

For all x (if x is a law, then you should do what x says 
in order to αx ).

Here αx is an aim which the particular law x is intended to accomplish.
Perhaps, though, there is a more general aim we can invoke rela-

tive to which all laws are meant to be judged, for example, to live in a
harmonious society, or to protect individual rights maximally, or . . .  .
Call such an aim β .  In that case we might read the claim as:

For all x (if x is a law, then you should do what x says in
order to β

 
).

But that seems wrong.  We accept “You should stop your car at a red
light” because of a simpler aim, and it would be very difficult to justify
that claim on the basis of the more general aim.  Invoking a general aim
seems to require a very different reading:

You should in order to β :  for all x (if x is law, do what x says).

That is, what you should do is a quantified imperative.

12.  Rationality
Debates about kinds of standards and their formulation in terms of
human capacities or non-human objective criteria are not normally
couched in terms of how to reason about prescriptive claims.  Those
debates usually occur within discussions of rationality.

Example 80   (Continuing Example 68)
Dick: You shouldn’t kill that dog.
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Manuel: But it would be irrational not to kill that dog.
Analysis   Manuel might just as well have said “You should kill

that dog.”

When “rational” or “irrational” are used in evaluating a proposed
course of action they are rarely if ever meant as tools or standards of
reasoning.  They are only a value-judgment way of stating a “should”-
claim.  “It would be irrational not to kill that dog” sounds a lot stronger
than “You should kill that dog,” as if invoking some objective standard
of reasoning that only crazy people don’t adhere to.  But as I discuss in
“Rationality” in this volume, there is no such standard that is being
invoked.  There isn’t a spit of difference between “You should do X”
and “Doing X is the rational thing to do,” nor between “You shouldn’t
do X” in the sense of refraining and “It would be irrational to do X.”30

Many analyses of the nature of rationality can be understood as
attempts to give truth-conditions for (usually atomic) prescriptive
claims.  The value in those analyses is the close examination people
make of aims and ways of fulfilling them. 

Some economists use an absolute notion of rationality that
surpasses human abilities, requiring a rational person to be one who
considers all aims and all ways of achieving them and all the conse-

30  Compare David Schmditz in Rational Choice and Moral Agency, 
pp. 12-13:

Sometimes, at least, we call a choice rational because we think it will
serve the chooser’s ends.  Understood in this way, to call a choice
rational is, first, to endorse it, second, to have a reason for endorsement,
and third, to have as one’s reason for endorsement that the choice will
serve the chooser’s ends.*  When I call a choice rational, I may be saying
that it will in fact serve the chooser’s ends or that the chooser has good
reason to think it will (whether or not it actually does so).  In any case,
rational choice, as understood here, involves seeking to choose effective
means to one’s ends.  This is the heart or my characterization of rational
choice.

* [Footnote] What do we mean when we call a person rational?  We are
endorsing the person neither as a means to the person’s ends nor as a
means to someone else’s ends.  Typically we are saying that the person is
using his or her cognitive capacities in a way that effectively serves his
or her ends.  Similarly, to call a choice rational is to endorse it as a means
to the chooser’s ends, but such endorsement implies an assumption that
the choice involved deliberation.  Otherwise, the endorsement is not apt.
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quences of acting according to those options, with no circular prefer-
ences.  Others hold a similar view but considering “satisficing,” that is
achieving the aim, or more or less achieving the aim, rather than
maximizing, which would be achieving the aim in the best possible
way.31

Why then bother with all this talk of the truth-conditions for
“should”-claims?  Why not just refer to the literature on rationality as
the term is used in that sense?

The analysis of prescriptive claims in terms of aims provides a
framework for all those views.  Each is a way to flesh out the general
framework of the truth-conditions for a “should”-claim, stipulating that
subjective, intersubjective, or objective standards will be the only ones
considered.  The general framework allows us to make comparisons
across the various viewpoints and assimilate discussions in ethics and
meta-ethics to such an analysis.32

We’ll return to questions about rationality in Section 20.

13.  Value judgments
We saw in Section A that value judgments are sometimes used to make
prescriptions.  Value words such as “good,” “bad,” “right,” “wrong,”
and many others serve as markers for weighting aims.  They are some
help, but they are imperfect markers because it seems that we can have
incompatible aims that are both valued as “good” or even “best.”
Incompatible aims both of which we consider to be good create
dilemmas, as we’ve seen.

Some people who discuss ethics say that “good” just means or is
equivalent to “will fulfill your desires.”33  If we take “good” to be a
marker we use in weighting the value of aims, this reading doesn’t
seem helpful.  We’d have: “aim α is good” is equivalent to “achieving

31  These debates are summarized by Gerd Gigerenzer in “Bounded and
rational.”  See also the discussion of the economist’s notion of rationality in my
“On models and theories” in Reasoning in Science and Mathematics in this
series.
32  See, for example, the papers in The Blackwell Guide to Ethical Theory,
ed. Hugh LaFollette.
33  For example, Spinoza, Ethics, 3p9s says :

From what has been said it is plain, therefore, that we neither strive
for, wish, seek, nor desire anything because we think it to be good, but,
on the contrary, we judge a thing to be good because we strive for,
wish, seek, or desire it.
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aim α will fulfill your desires”.  If we take our desires to be β, this
means that “aim α is good” is equivalent to “achieving aim α will fulfill
desires β”, and now we have to ask whether β is good.  It isn’t clear,
too, whether every desire qualifies as an aim; we would not say in
English that every aim is a desire.

14.  Adopting aims
In the approach to reasoning with prescriptive claims here, aims are
what justify our prescriptions.  They are the reasons we offer for why
someone should do what’s been prescribed.  “You should do X in order
to . . .  .”  

Often enough it will seem clear that a particular aim is appropriate.
For example, one of Dick’s aims is to get warmer (Example 49), and he
values that a lot more highly than getting the mail from the mail box at
the end of the block, though that, too, is one of his aims.  It is not a
problem for him to justify his aim of getting warmer, but even if he
can’t justify it, Zoe and Maria and Manuel are no less convinced that it
is an appropriate aim for him to have.  They can imagine being in his
situation and then they, too, would have that aim.  In such cases there is
no significant difference in evaluating a claim that you should do some-
thing and a claim that you should have the aim of doing that.

Example 81   (Continuing Example 49)  Compare:
(a) You should close the window.
(b) You should have the aim of closing the window.
Analysis   Neither of these have a specified aim.  However, in

context it seems that for both the implicit aim is “Get warmer.”  So
consider the truth-conditions for these (p. xx).  If condition (1) holds for
both, then conditions (2), (3) and (4) hold for (a) if and only if they hold
for (b).  The only question is whether the condition (1) holds.

For (a) it must be possible to close the window and possible not to
close the window.

For (b) it must be possible to adopt the aim of closing the window
and possible not to adopt the aim of closing the window.  As far as I
can see, there’s nothing to prevent anyone from adopting any aim.
Perhaps there are evolutionary arguments about the psychology of
humans that could show that some aims cannot be adopted by people.
But certainly that isn’t the case here.

So if (a) is true, (b) is, too.  But could (b) be true and (a) false?
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Suppose the window can’t be closed.  The truth-conditions for (b) then
will not hold, too, for adopting the aim of closing the window will not
in any way further the fulfillment of Dick getting warmer.  It seems that
the two claims are equivalent.

Generalizing from the last example, wehave the following
_______________________________________________
The equivalence of aims and prescriptions  

“You should do X in order to α”  is equivalent to
 “You should have the aim of doing X in order to α”. _______________________________________________

We can reason about aims by considering the corresponding
prescription.  Or we can reason about aims by converting them to
descriptive claims, testing them for their consequences or seeing how
they fulfill a more general principle.  But when we do that we are just
pushing back to what we consider more fundamental aims: be
consistent in your actions; judge aims by their consequences; judge
aims by . . .  .  We may find more and more general aims that we have
or shall adopt, asking always, “But why should I adopt that aim?”  But
at some point our hope of justifying our aims by reason must stop, and
we are left where reason cannot go.  At some point there is no further
“in order to.”

Example 82   (Continuing Example 69)
Dick: You should treat dogs as sacred.
Zeke: Why?
Analysis   Dick has no further aim relative to which his “should”-

claim is meant to be judged.  He says that to treat dogs as sacred is a
good aim not in order to fulfill some other aim, but because it is
fundamental.  It is an article of faith of the First Church of Dog.

In that case, our analysis so far will classify his claim as false.
We’ve said that for a “should”-claim to be true, it must be judged
relative to some aim, and that aim cannot be the same as the action
being prescribed for, as in Example 58, the justification would be
circular and the prescribed action and the fulfillment of the aim would
be simultaneous.

Example 83   (Example 23 and Example 70 again)
Society should ensure that everyone has the necessities: a good place to
sleep, food, clothing, and a chance to do productive work.

Analysis   This seems so fundamental that it is hard for us to
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imagine what further aim relative to which it could be judged.  But if
that is the case, then by our analysis so far, the claim is false.

Our earlier analysis is applicable only for prescriptions that can be
justified in terms of some aim.  When we consider a prescription that is
equivalent to an aim that we neither can nor intend to justify in terms of
a further aim, that analysis is not applicable.
_______________________________________________
Ultimate prescriptive claims   “You should do X” is an ultimate
prescriptive claim [for you/for us/—] if and only if [you have/we
have/there is] the aim “To do X” and [you do not require or cannot
give/we do not require or cannot give/there is not required or cannot 
be given] a futher aim that justifies adopting this aim.

Ultimate aims   An aim is ultimate (for you/for us/—) if it is not
meant to be justified/adopted on the basis that doing it will fulfill 
some further aim._______________________________________________

Some aims that we adopt must be adopted for reasons about which
we cannot reason, though that does not mean for reasons about which
we cannot agree.  When we pose that someone should adopt such an
aim, the analysis we have given of prescriptive claims in terms of aims
will fail.

Aims are neither true nor false; they are good or bad, right or
wrong.  But we have the following correspondence.
_______________________________________________
Ultimate aims related to ultimate claims   An ultimate aim being
right/wrong is equivalent to the corresponding ultimate prescription
being true/false._______________________________________________

The truth or falsity of an ultimate prescriptive claim cannot be
established by any analysis of its truth-conditions in the manner for
other prescriptive claims.  Its truth or falsity is given by authority, or 
by revelation, or by internal searching, or by reflection, or by society,
or by a human biological imperative, or by whatever means we
countenance for determining whether an ultimate aim is good/bad 
or right/wrong.  Reason can take us only so far in determining what 
we should do.  What are the good aims, the ultimate aims that we
should adopt, is something our analyses here cannot touch.
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15. Adopting aims: subjectivity, intersubjectivity, and objectivity
The truth-value of an ultimate prescriptive claim depends solely on our
accepting or not accepting the corresponding aim.  If you/we accept the
aim, or, for the objective case, the aim is acceptable, then the claim is
true.  If, for whatever reason, you/we reject the aim, or the aim is
rejected, then the claim is false.  The acceptance or rejection of the aim
is beyond the scope of the methods of reasoning for prescriptive claims.
Dick may reply to the query of why he believes “You should treat dogs
as sacred” that he knows it from revelation.  None of us can then
gainsay him: as a personal “should”-claim, “You [Dick] should treat
dogs as sacred” is true.  That does not mean that “You [Zoe] should
treat dogs as sacred” is true, or that “You [everyone] should treat dogs
as sacred” is true, though those might be if we all shared his revelation.
Nor does it mean that “You [Dick] should treat dogs as sacred” is true
if understood as meant to be evaluated by intersubjective or objective
standards.  The truth or falsity of an ultimate prescriptive claim need
not be an entirely subjective matter.  We have left room for the
possibility of objective ultimate prescriptive claims.

Objectivity in the adoption of aims is what, apparently, Kant
intended.34  He considered two kinds of aims.  There are those we
have that are dependent on the situation in which we consider them.
For instance,

In the situation where Dick is cold and has back cramps and
clearly wants to be without back cramps, (one of) his aim(s) is:
Get warm.

In the situation where Zoe has never seen baby robins, and she
wants to see baby robins, and there are baby robins in the tree
next door, (one of) Zoe’s aim(s) is: See a baby robin in the tree
next door.

Such aims are hypothetical imperatives.
In contrast, a categorical imperative is an aim that is said not to

depend on any particular situation or desire, for example: 

Always tell the truth.
Don’t kill dogs.
Cause no gratuitious pain.

34  This is not meant to be an accurate exposition of Kant’s views or of those
working in the tradition he started, but only a suggestion of a comparison of
that tradition to the analyses here.
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Don’t lick your plate at the dinner table.

People working in Kant’s tradition would likely say that these are not
categorical imperatives because according to them a categorical
imperative is one that is not simply good for all people and all times,
but is justifiably good for all people and all times, such justification
being according to the standards and metaphysics they propose.  For
them, if “Do X” is a categorical imperative, then “You should do X” is
true, not just for you or for us, but according to an objective standard.

Naturalists, as we discussed earlier, say that value judgments using
the words “good” or “bad” are descriptive or can be reduced in some
way to descriptive claims.  In the analysis here the reduction of pres-
criptive claims is to descriptive truth-conditions plus aims.  Aims are
not true or false but good or bad, and the reasons we have for adopting
the fundamental ones are beyond the scope of reasoning.  The analysis
here is naturalism only if the conditions for an aim to be good can be
given entirely in descriptive terms.  Even then it seems that naturalism
would require identifying the good with what you should do/should be
done.

16. Necessary conditions for an ultimate prescriptive claim 
to be true

We cannot specify the truth-conditions for an ultimate prescriptive
claim “You should do X” in terms of other claims.  But what we took
as first necessary and later sufficient conditions for the truth of  “You
should do X in order to α” (p. xx) are necessary for ultimate prescrip-
tive claims, too, for the same reasons as before (Section C.3).  We can,
however, simplify that list.  The condition that doing X is not incom-
patible with some other aim held as highly as “Do X” is covered by
requiring that “Do X” is not incompatible with some other aim that is
held as highly.  The condition that doing X is a better option for achiev-
ing “Do X” is trivially satisfied.  Hence, we have the following.
_______________________________________________
Necessary conditions for an ultimate prescriptive claim 
“You should do X”

• It’s possible to do X.

• It’s possible not to do X.

• There is no other aim incompatible with “Do X”  
[you are aware of/we are aware of/—] 
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that is as valuable [to you/to us/—]._______________________________________________

Example 84   Suzy has overheard Dick talking about dogs, and she
says: 

You should treat all dogs as sacred or not treat all dogs as sacred.

Analysis   Whether Suzy takes this an ultimate prescriptive claim
or not, it’s false.  It’s not possible not to do what’s prescribed.

Example 85  Dick patiently explains to Suzy that what she’s said is
false.  So she says: “You should see the world exactly as a dog does.”

Analysis   This, too, is false, whether as an ultimate prescriptive
claim or not.  It’s not possible to do what’s prescribed, at least accord-
ing to our current theories of biology, evolution, and perception.

Example 86   (Example 61 again)
Beth’s father says:

You should disconnect the machines in order to let me die
without suffering more and in at least a little dignity before 
I deteriorate further.

Beth has two aims: 

α. To let her father die without suffering more and in at least
a little dignity before he deteriorates further.

β. To treat all life as sacred and never contribute to the death
of anyone.

Analysis   Beth’s aims are incompatible, and the corresponding
prescriptions are inconsistent:

A. You should let your father die without suffering more and
in at least a little dignity before he deteriorates further.

B. You should treat all life as sacred and never contribute to 
the death of anyone.

Hence, not both of these claims can be true.
Suppose Beth holds aims (α) and (β) equally highly, even though

they are incompatible; there is no reason why someone cannot hold 
two incompatible aims equally highly.  In that case if (B) is true, then 
it cannot be a personal “should”-claim meant to be evaluated by subjec-
tive standards, whether (B) is ultimate or not, for not holding an incom-
patible aim that is held as highly is necessary for its truth.
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17.  Possibilities

Example 87   One way the world could be is for all the following 
to be true:

Ralph is a dog.

Ralph barks.

Zeke hates dogs.

Zeke should not kill Ralph.

You should kill all vicious dogs you can.

Analysis   These claims are consistent, understanding “Zeke
should not kill Ralph” as “Not: Zeke should kill Ralph.”  Reading “You
should kill all vicious dogs you can” as a quantification over many
prescriptions (“You should kill this dog, and that dog, and . . .” as in
Example 30), we have that a consequence of “Ralph is a dog” and
“Ralph is vicious” and “You should kill all vicious dogs you can” is
“Zeke should kill Ralph,” assuming Zeke can do that.  So for this
description of a way the world could be, one of the following must hold
for the description to be consistent:

Ralph is not vicious.

Zeke is not able to kill Ralph.

For any atomic prescriptive claim “You should do X” that is not
ultimate, a way in which it is true is one in which its truth-conditions
hold, all of which are descriptive.  One of those conditions is: 

It is possible to do X.  

That is, one of the conditions is itself a descriptive possibility.  In this
context, this means: 

Given a description of the world, there is a description of the
world in the future that is consistent with that one in which
one of the claims is “You do X.”

For ultimate prescriptive claims, such as “You should treat dogs as
sacred,” we have only necessary but not sufficient descriptive condi-
tions for its truth.  Assuming those are fulfilled, then just as with the
descriptive claim “This is a rock,” in our analyses of reasoning we can
go no farther than to say that the claim is true or that it is false.  But
once we accept that an ultimate prescriptive claim is true or that it is
false, there’s no more we need say when we postulate that a way the
world could be is that the claim is true.
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Since truth conditions for “You should do X” when “Do X” is an
ultimate aim are not analyzable, how can we say what the consequences
of it are?

Compare: (‡) “This is a rock.”  The truth-conditions for it are not
analyzable.  How, then, do we know what the consequences of it are?

The consequences of (‡) are those that follow in our logic, and that
is why we need to be clear about our methods of reasoning.  They are
also consequences of our theories.  “What is a rock is not alive” is part
of our implicit theory of the world, so a consequence of (‡) relative to
that further assumption is “This is not alive.”  With ultimate prescrip-
tive claims we can use all our usual methods of reasoning, as we
discussed in Section A.  But in this case we need to justify the Basic
Rule for consequences for prescriptive claims.

18. The Basic Rule of Consequences for prescriptive claims
We adopted the Basic Rule of Consequences for prescriptive claims in
Section A.8.  But that did not take into account the aims relative to
which “should”-claims may be evaluated.
_______________________________________________
The Basic Rule of Consequences for “should”-claims for the same
specified aim   Suppose that “You should do X in order to α” and
“You should do Y in order to α” are two claims both of which are
subjective/intersubjective/objective.  Suppose also that doing Y is
(likely) a part of doing X [and you realize that/and we realize that/—].
Then the following inference is valid (strong):

       You should do X in order to α.
       Therefore, you should do Y in order to α._______________________________________________

The phrase “subjective/intersubjective/objective” is meant to indicate
that the evaluation does or does not require awareness of options and
valuation of aims by the person or persons involved.

To see that this rule is correct, assume that “You should do X in
order to α” is true.  Consider the truth-conditions (1)–(4) of “You
should do Y in order to α” (p. xx).  (1) If it is possible to do X, then
since doing Y is a consequence of doing X, it is also possible to do Y.
It is possible not to do Y by the definition of a part of an action (p. xx).
(2) Aim α is not incompatible with any other aim held as highly by the
person whenever “You should do X in order to α” is true.  (3) If doing
X isn’t incompatible with some other aim that is valued as highly, and
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if you do X then you do Y, then doing Y is not incompatible with some
other aim that is valued as highly.  And (4) since doing Y is a part of
doing X, it is also the best option.

For “should”-claims without specified aims, suppose that doing Y
is (likely) a part of doing X.  Suppose also that there is some aim α
such that “You should do X in order to α” is true.  Then by the previous
rule, “You should do Y in order to α” is true.  So we have the
following.
_______________________________________________
The Basic Rule of Consequences for “should”-claims without a
specified aim   Let “You should do X” and “You should do Y” be two
claims both of which are subjective/intersubjective/objective.  Suppose
that doing Y is (likely) a part of doing X [and you realize that/and we
realize that/—].  Then the following is valid (strong):

You should do X.
Therefore, you should do Y._______________________________________________

What if doing Y is part of doing X, but “You should do Y” is
meant to be evaluated relative to a different aim than “You should 
do X”?

Example 88   (Continuing Example 49)  
Dick, Zoe, Maria, Suzy, and Manuel are in Dick and Zoe’s kitchen.  It’s
cold outside and there’s a light breeze blowing in the window.  They’re
having a good conversation and don’t want to break it up, and there’s
no place else in their home to continue.  Dick’s back hurts because he’s
cold.  So “You (Dick) should close the window” is true relative to
Dick’s aim “To make his back stop hurting right now.”  Dick also has
the aim “To cure his back,” which he holds very highly.  Is the
following a valid (strong) inference?

(a) Dick should close the window in order to make his back 
stop hurting right now.

Therefore,  
(b) Dick should close the window in order to cure his back.

Analysis   The inference is weak.  We’ve seen that (a) is true, but
(b) is false: given Dick’s penchant for procrastination, a better option to
achieve the aim of curing his back is for him to call a physical therapist
now and make an appointment.  Then he can close the window.  A
“should”-claim need not be a consequence even of itself if evaluated
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relative to different aims, for there may be a better option to achieve the
other aim.

Example 89   (Continuing  Example 88)
Dick should close the window in order for his back to be warmer. 
Therefore, Dick get up out of his chair in order to make the blood

circulate more to his back muscles.
Analysis   Here “Dick’s blood circulates more to his back

muscles” is a consequence of “Dick’s back is warmer.”  And given the
circumstances, Dick getting up out of his chair is part of Dick closing
the window.  So, as you can show, the inference is valid.

I’ll let you show the following.
_______________________________________________
The Basic Rule of Consequences for “should”-claims for different
specified aims   Let “You should do X in order to α” and “You should
do Y in order to β” be two claims both of which are subjective/inter-
subjective/objective.  Suppose that doing Y is (likely) a part of doing X
[and you realize that/and we realize that/—].  Suppose also that Aβ is a
consequence of Aα  , and that doing Y is a better option for you to
achieve β than any other option [you know/we know/—].  Then the
following inference is valid (strong):

     You should do X in order to α.
     Therefore, you should do Y in order to β._______________________________________________

Example 90   You should treat dogs as sacred.  Ralph is a dog.
Therefore, you should not torture Ralph.

Analysis   This inference can be supplemented with the plausible
claim “We should not torture that which is sacred.”  Then the inference
is valid:  

You should treat dogs as sacred.
Ralph is a dog.

Therefore, you should treat Ralph as sacred.
(by the Basic Rule)

We should not torture that which is sacred.
Therefore, we should not torture Ralph.
(by the Basic Rule)

Example 91   You should treat dogs as sacred.  Ralph is a dog.
Therefore, you should not kill Ralph.
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Analysis   This is not valid.  It is possible for the premises to be
true and conclusion false, for “We sacrifice things we treat as sacred” 
is consistent with the premises.

19. “Ought” from “Is”
In the analysis of prescriptive claims in terms of standards the
following principle appeared to be correct. 

H+ There is no good argument all of whose premises are descriptive 
and whose conclusion is prescriptive, where the prescriptive part 
of the conclusion appears essentially.

But this is not correct for prescriptive claims analyzed in terms of
aims.  Given any “should”-claim that is not ultimate, all its truth-
conditions are descriptive.  So the following kind of argument is good
whenever the premises are plausible, as they are in many of the
examples above, since the premises will always be more plausible than
the conclusion.

[All the truth-conditions for “You should do X”]
Therefore, you should do X.

Nor can we amend (H+) to rule out just the case when all the truth-
conditions are present in the premises, for we could have other
descriptive premises that imply those truth-conditions.

Still, (H+) holds for ultimate prescriptive claims.  But that’s just
because no argument of any kind for such a claim is good.

20. Prescriptive claims for animals and objective prescriptions
Can the analysis of simple “should”-claims in terms of aims apply to
animals, too?

Example 92   Beth:  Look, I’ve trained the duckling to follow me.  
She knows she should follow me if she wants to get 
something to eat.

Sam: Trained?  She imprinted on you when her mother abandoned
her.  She’ll follow you no matter what you do.

Analysis   Is “The duckling should follow Beth in order to get
something to eat” true?  We may feel confident we can ascribe that aim
to the duckling.  But as Sam points out, the duckling has no choice: it’s
not possible, given the circumstances, for her not to follow Beth.  So by
our previous analysis, the claim is false.
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Our analysis of prescriptive claims assumes (some degree of )
freedom of will, for without the ability to choose to do or not to do, all
personal “should”-claims will be evaluated as false (Example 4).  If
animals, as Descartes claimed, are only automatons, then all atomic
“should”-claims about animals meant to be evaluated with respect to
their aims and capabilities are false.

Example 93   Dick and Zoe are getting ready to feed their dog Spot.
They have a routine where Spot has to sit down next to his dish before
he gets fed.  Spot is excited and prancing around.  Dick says to Zoe:

Spot should sit down next to his dish if he wants to get fed.

Analysis    The one and only way that Spot can get fed is for him
to sit down next to his dish.  Dick, because of his knowledge of Spot’s
current and previous behavior, believes that Spot has no other aim that
he holds as highly at this time which conflicts with “Get food.”  So, it
seems to Dick, the claim is true.

For the analysis of personal “should”-claims in terms of aims to
apply to animals we have to agree that we can ascribe aims to animals
and, if we want to be able to evaluate the claims, we can determine
which aim or aims the animal holds most highly.  Those assumptions
are not readily accepted by everyone.  But a similar problem occurs
with “should”-claims for people.

Example 94  Dick and Zoe’s friend Manuel is confined to a wheelchair
with both legs nearly completely paralyzed.  Dick says to Zoe:

Manuel should get physical therapy for his legs.

Analysis   Dick is assuming that he can ascribe aims to Manuel
and that he can determine a rough but useful enough scale of value for
them, either the value(s) Manuel holds or, if Dick means the claim to be
intersubjective or objective, in terms of values that we hold or simply in
terms of values.

Example 95  Dick and Zoe have a friend Wanda who is obese.

Dick: Wanda should go on a diet.  That’s the only way she’ll
 lose weight.

Zoe: No.  Wanda should get psychological counseling.  She has 
an unconscious wish to punish herself by being fat.  You can
see that if you talk to her.
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Dick: If that’s so, then there’s no point in suggesting anything 
to Wanda because she has no choice but to follow her 
unconscious wishes.

Analysis   Dick assumes Wanda’s aim is “Lose weight,” relative
to which his claim is meant to be judged.  But Zoe says that Wanda has
an aim she holds higher, “Punish myself by eating too much.”  Zoe says
that Wanda isn’t aware of that aim, but we can see it from her behavior.
Relative to an aim Zoe thinks Wanda holds more highly, “Be happy and
healthy,” Zoe makes her claim that Wanda should get psychological
counseling.  Dick argues that if Zoe is right about Wanda’s unconscious
wishes then her claim is false because then Wanda has no choice in the
matter.

The difference between ascribing and evaluating the value of aims
of animals and of people is a matter of degree—assuming you believe
that animals have aims at all.  We infer aims and their values by
observing the behavior of people, arguing by analogy to our own
internal life.  We do the same for animals, only the analogy will be
considerably weaker, as we have less reason to believe that animals
have an internal life like ours.35

In some contexts people say we should evaluate a prescriptive
claim relative to fully objective standards: the person or people to
whom the claim is meant to apply need not be aware of the aims that
are invoked, nor need his, her, or their capabilities be considered in
evaluating the claim.  That kind of analysis is sometimes invoked for
prescriptive claims about animals, too.

Example 96   Tom and Manuel are out in the desert doing research for
their animal ecology class.  They are quietly observing three coyotes
chasing a rabbit on a hill covered with shrub.

Tom: That one coyote should take off at that angle, there, 
in order to cut off the rabbit, with the other two chasing 
the rabbit towards that spot.

Manuel: And the rabbit should run into that mesquite bush to 
avoid the coyotes.

Analysis   Tom and Manuel have studied and know the theory of
how coyotes and rabbits succeed in the wild: how they hunt, how they
avoid predators, how they get food by any means until they can breed

35  This is discussed further in “Subjective claims” in The Fundamentals of
Argument Analysis in this series.
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and take care of their offspring.  Their “should”-claims reflect the
theories of evolutionary fitness they’ve studied.  Such theories do not
assume any reflective ability of animals, though they do take into
account the capabilities of the animals being studied.  The theories are
meant only to predict behavior (unless Tom and Manuel have forgotten
all their studies and are simply projecting onto these animals their
imagination of what they themselves would do).

With this last example the “should” is not prescriptive or normative
in any sense.  It is the “should” of “it’s most likely that.”  What is most
likely is relative to what is predicted by the theory.  A similar confusion
of what is prescriptive or normative with what is descriptive occurs
with claims about people.

Example 97   An economist for the Chinese government says:

Chinese should spend less on non-durable goods and save more in
this economic climate.  That’s the rational thing for them to do.

Analysis   Here it seems that the “should” really is normative: this
is what Chinese people should do, because that’s what’s rational.  But
this example is no different from the previous one.  The “should” here
is “it’s most likely that” relative to the economic theory that defines
“rational” which the economist has in mind.

We started with the idea that a prescription is a kind of advice.  We
began with those kinds of claims that are clearly meant to offer advice
and then considered contexts where it might seem appropriate to invoke
aims, or options for acting, or valuations of those options that are
beyond the awareness of the people to whom the claim is addressed
(Example 67).  For those kinds of claims, part of the “should” is that
the person should be aware of those aims and options and how to
properly value them.  We then noted that some people consider the
correct evaluation of prescriptive claims, at least in some circum-
stances, to be relative to objective standards.  In those cases it is no
longer even part of the prescription that the person should be aware of
certain aims and options and how to evaluate them properly.  That
notion of “should,” most common in economics and more recently in
studies of animal behavior, is far from our original notion of prescrip-
tions.  That “should” is no longer one of advice, but is solely “it’s most
likely that” relative to the given theory.36  It goes beyond the objec-

36  For a discussion of an example from economics where the notion of
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tive evaluation of normative claims to ignore even volition.

Example 98   The people around Socorro, New Mexico should stop
cockfighting because it’s inhumane to treat birds that way.

Analysis   Part of this prescription is that those people should
adopt the aims and options and valuations that are invoked by us.  If
you like, that means the “should” is relative to a theory, our theory of
what is right and wrong.

There are two kinds of “should” and two profoundly different
notions of rationality that correspond to them.  The notion of “should”
that is invoked by some economists and animal behaviorists, their
notion of rationality, is not at all the “should” of prescriptions, the
rationality of what is correct in thinking and doing.  It’s unfortunate that
the same word “rationality” (or “should”) is used for both; studying
them together is as fruitful as collecting papers on law and physics in
one volume because they both use the notion of force.

There is, however, an assumption that might assimilate the
economists’ and animal behaviorists’ notion of rationality to one for
prescriptive claims.

Everyone (everything) should do what is in its own best interests.

This appears to be an ultimate prescriptive claim.  But it’s far too
vague.  We need to know what is meant by “its own best interests.”
Economists often give such a definition in terms of their theories; when
they do so, they are not doing economics but ethics.  Then they have to
defend that what their theory says is best for a society is also best for
individuals within that society in order for our work to be applicable.
Animal behaviorists also define what is in the best interest of an animal
in terms of the collective, the species, relative to their theories of
evolutionary fitness.  Then they, too, would have to show how what is
in the best interest of the species is also in the best interest of the
individual for our work to be applicable.  The analysis I have presented
here reduces talk of collections of individuals to quantification over
specific individuals.  It may be possible and useful to devise an analysis
of “should”-claims that are meant to be understood as applying to the
collective and not to any one individual (compare Example 23).

rationality is applied to trees see the last section of “Models and Theories” 
in the companion volume Reasoning in Science and Mathematics.
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D.  Comparing Aims and Standards
When we justify a prescriptive claim by way of a base or more
fundamental prescriptive claim, we infer from the general to the
particular.  When we analyze prescriptive claims in terms of aims, 
we infer from the particular prescribed action to the general aim.  
What is the relation of these two analyses?

1. Does true by virtue of aims imply true by virtue of standards?

Example 99   (Example 48 again)
Dick: I’m cold, cold enough that my back is starting to cramp up.
Zoe: You should close the window.
Analysis   We said that Zoe’s claim is true on the aims analysis.

The following is valid or strong given the circumstances:

You close the window.
Therefore, you get warm.

The other conditions about closing the window being the best option
also hold.

How might we justify Zoe’s prescription via standards?  Zoe might
say, and Dick would agree, that “You should be warmer,” or more
generally “You should not be in pain” is the standard from which “You
should close the window” follows, given other appropriate claims about
Dick’s back cramp and pain and being warmer.  Then we need that the
following is valid or strong:

You should get warmer.
Therefore, you should close the window.

This will follow by the Basic Rule of consequences for prescriptive
claims if the following is valid or strong:

(*) You get warmer.
Therefore, you closed the window.

But (*) is weak: There are many ways for Dick to get warmer.
Still, if we consider all the other claims we use to show that “You

should close the window” is true on the aims approach, then it seems
that (*) is strong, too. If there’s no better option for Dick to get warmer,
including doing nothing, and noting Dick abilities and attitudes, it
seems that (*) is strong.  But it isn’t.  Zoe could have closed the win-
dow.  Or Maria could have lent Dick her coat.  Or Manuel could have
gotten Dick a hot water bottle.
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The problem is that on the standards approach we have only 
the Basic Rule and two necessary conditions for establishing that a
prescriptive claim is true.  Though useful, they are not adequate.  
All we can say is that using the Basic Rule for the standards approach
inverts the direction of inference of the aims analysis.  An analysis
showing that a prescriptive claim is true on the aims approach does not
guarantee that the claim is true on the standards approach.  We do not
know sufficient conditions for a standards analysis to classify a
prescriptive claim as true given an aims analysis that shows the claim is
true.37  

Our general framework for reasoning with prescriptive claims on
the standards approach must be fleshed out to say why we (should)
accept some base prescriptive claims as true.  The metaphysics then
might clarify the relation between the aims and standards approach.  
In particular, suppose “You should do X” is true on the aims analysis
relative to the aim “Do Y.”  We can convert that aim into “You should
do Y,” from which, given further claims describing the context plus
some further analysis, we might be able to deduce “You should do X.”

aims standards
You should do X. You should do Y.
Relative to aim “Do Y”. Therefore, you should do X.

But why should “Do Y” being acceptable/good imply that “You should
do Y” is true on the standards approach?  It seems we would need
something like:

You should do what you want   You should (on the standards
approach) do whatever will best help you achieve what you
want/we want/is objectively right to be wanted.

However, we need this only for ultimate aims, since we can, and if
pressed must eventually reach those in our justifications.  Thus, what
we apparently need in order to have that (some?) claims true on the
aims analysis are true on the standards analysis is the following:

37  Compare the relation of an explanation to an associated argument of it:
each inferences reverses the roles of premise and conclusion of the other
relative to further premises we deem plausible given the context; an explanation
being good does not guarantee that the associated argument is good; and we do
not know sufficient conditions for an explanation to be good that we can invoke
when we have a good associated argument.  See “Explanations” in Cause and
Effect, Conditionals, Explanations in this series.
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True ultimate claims are true prescriptive claims
Every true ultimate prescriptive claim is a true base
prescriptive claim.

2. Does true by virtue of standards imply true by virtue of aims?

Example 100   (Example 33 again)  
Dick: We shouldn’t leave the lights on when we’re away.
Zoe: Why?
Dick: Because we should do all we can to conserve energy.
Analysis   The following inference, supplemented by some

obvious descriptive claims, is valid given the circumstances:

(a) We do all we can to conserve energy.
Therefore, we do not leave the lights on when we’re away.

So by the Basic Rule, if “We should do all we can to conserve energy”
is plausible, then it follows that “We shouldn’t leave the lights on when
we’re away” is plausible, where “shouldn’t” is taken in the sense of
refraining.

If Dick and Zoe accept that “We should do all we can to conserve
energy” is plausible, it seems that they have the aim “To do all we can
to conserve energy.”  Not leaving the lights on when they’re away
won’t completely fulfill that aim, but it is better than the alternative of
leaving the lights on or not doing anything, which amounts to not
paying any attention to whether the lights are on.  It’s easy to turn off
the lights.  So “We shouldn’t leave the lights on when we’re away” is
true.

The example suggests that we need the following.

If “You should do Y” is true on the standards approach, 
then “Do Y” is a good/acceptable aim.

But the standards approach does not discriminate between subjective,
intersubjective, and objective justifications of prescriptive claims.

We could require that base prescriptive claims be classified as sub-
jective, intersubjective, or objective in terms of the kinds of justifica-
tion they have.  We can’t describe that in a general way because there
are too many different kinds of justifications people have proposed for
accepting base prescriptive claims.  Assuming a classification of base
prescriptive claims, the classification could then be extended to all
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prescriptive claims by saying that if A is deducible from B, C, D, . . .
then A is afforded the least classification that any of those claims have,
where we rank subjective below intersubjective, and intersubjective
below objective.  Then, for example, for a non-base prescriptive claim
to be subjective, there is no deduction to it from only objective or
intersubjective prescriptive claims.  This means that the classification
scheme would be non-constructive.  However, in the use of the scheme
when going from the standards to the aims approach we need only
consider relevant to the analysis what the particular people believe
about how the claim is classified.

Assuming we have such a classification of prescriptive claims on
the standards approach, and that the classification is compatible with
the way we use those terms in the truth-conditions on the aims analysis,
it seems we need the following to go from the truth of claims on the
standards approach to the truth of claims on the aims approach.

True base claims yield good/acceptable ultimate aims
Every true base subjective/intersubjective/objective prescriptive
claim yields a good/acceptable subjective/intersubjective/objective
ultimate aim.

What about claims that are not base?

Example 101   (Compare the previous example)
Dick: (a) We should install photoelectric panels to connect in 

with the electric grid.
Zoe: Why?
Dick: (b) Because we should do all we can to conserve energy.
Analysis   It’s hard and expensive to install photoelectric panels

compared to many other options for achieving the aim of conserving
energy.  So it seems that on the aims approach (a) is false.

But Zoe, reasoning by the standards approach, will also say that (a)
doesn’t follow from (b).  That’s because of the clause “all we can.”  In
this example, the strength of the inference from (b) to (a) is a measure
of how hard it is to do (a).

Example 102   (Compare Example 35)  
(a) Smoking destroys people’s health.
(b) We should tax activities that are destructive of people’s health.
So (c) We ought to raise the tax on cigarettes.
Analysis   By virtue of (a), (c) follows from (b).  But (b) is
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implausible: We should tax people biting their toenails?  We should tax
mountain climbing?

As we adjust the standard (b) to make it more plausible, we will get
that “We should raise the tax on cigarettes” follows from a more
plausible standard.  We are, in essence, putting a version of the clause
“that we can” in the last example into the standard.  Once we have that
then it seems that given our earlier assumptions we’ll have (c) on the
aims approach, too.

Suppose that “You do X” is some general principle of which “You
do Y” is a particular, as in the examples above.  Then since doing Y is
really a part of doing X in the sense of being a particular that is inferred
from the general, doing Y is better than doing nothing towards fulfilling
“Do X.”  The only options that will do more towards fulfilling “Do X”
are doing more particulars of the general “You do X,” which will be
harder.  The only question remaining is whether doing Y is the easiest
way to accomplish “Do X” at least in part.  And that, as suggested in
the last two examples, will be true to the degree that the standard “You
should do X” is plausible in terms of doing “all you can.”

There is no simple way to go from the truth of a prescriptive claim
on the standards approach to the truth of that claim on the aims
approach.  To have any general way requires that not only the methods
of justification of base prescriptive claims be compatible with the aims
approach, but that the methods of deduction and plausibility we use on
the standards approach correlate well to the condition we impose on
doing something being the best option for achieving an aim.

*           *           *           *           *           *           *           * 

This concludes my attempt to understand better how to reason with
prescriptive claims.  We have two approaches, each sufficiently general
to accomodate many different metaphysics, and we have some idea of
how those approaches relate.  But even if we understand these quite
well, we will understand better only how to reason about what should
be done.  What should be done—what are our most fundamental
prescriptions and aims—is a question beyond logic.
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Appendix   Other Analyses of Reasoning with 
Prescriptive Claims

1.  A logic of commands
Some say that what I call “prescriptive claims” are not claims at all.  Such
utterances are really commands or suggestions, and we should develop a logic
of commands, distinct from reasoning with claims.  The problem then is how to
integrate a logic of commands with a logic of descriptive claims in order to
have a notion of inference that encompasses both.  The work in Section A is
meant to show that we can accomplish such an integration by assimilating good
advice to truth, using conversions of imperatives or infinitives into descriptive
claims when needed.38

2.  Coherence
The standards approach to analyzing prescriptive claims is foundationalist:
certain standards are taken as basic, and from those by arguments—not just
inferences—we derive further true prescriptive claims.

The aims approach too is foundationalist: certain aims are ultimate and
determine which prescriptive claims are true.

A different approach is to say that there is no “right” place to start.  What
is important is only how a particular collection of prescriptive claims “coheres.”

Coherence is invariably explained in terms of consistency: The claim A
does not cohere with B, C, D, . . . if they do not make a consistent collection of
claims.  But then we must ask what notion of consistency is intended.  Invar-
iably a particular logic is invoked, typically classical predicate logic, but the
same problem arises with any other logic.  Then we must ask why we should
adopt that logic as our standard.  Every logic is either explicitly or implicitly
based on some semantic analysis of propositions.  Such assumptions are needed
to give a justification of both the propositions taken as axiomatic in the logic
and the methods of inference allowed in the logic.  But we cannot fall back on
coherence for justifying the logic because we need the logic to define coher-
ence.  So it seems that the coherentist view of prescriptive claims assumes a
greater value for consistency in reasoning than for any other prescriptive
judgment, but gives no justification for that, or at least does not build on the
semantic assumptions necessary for that in order to give a semantic analysis of
prescriptive claims.

A bigger problem for the coherentist is how to distinguish a good coherent

38  Peter B. M. Vranas in “New foundations for imperative logic I: Logical
connectives, consistency, and quantifiers,” suggests something like a three-
valued approach for truth and satisfiability of descriptive and prescriptive
claims.  That paper also contains references and discussion of work on
developing a logic of commands.
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collection of claims from a bad one, or a better one from a less acceptable one.
Some outside standard is needed.  In “Prescriptive models” in this volume I
discuss the idea propounded by some that the claims should best reflect our
intuition about what is acceptable.

3.  “Should” as a modal operator
Some have suggested that we understand prescriptive claims along the lines of
alethic modalities.  

Alethic modal logic is a formal analysis of the notions of necessity and
possibility.  Modal operators are used, so “It is necessary that dogs kill cats” is
read as “Necessarily (dogs kill cats),” and “It is possible that dogs kill cats” is
read as “Possibly (dogs kill cats).”  The equivalence of “Possibly A” and “Not:
Necessarily (Not A)” is taken as fundamental.39

Similarly, it is proposed that we take “should” as a modal operator.  Thus,
“Dogs should kill cats” becomes “Should (dogs kill cats).”  In addition,
“Allowed” is taken as a modal operator, and “Allowed A” is taken to be
equivalent to “Not: Should (Not A).”  This is in contrast to the development in
this paper where I have taken “You should do X” as atomic.  By treating
“should” as a modal operator, it’s said, the formal methods of alethic modal
logic can be used as a pattern or basis for the development of a logic.  Possible
worlds can be used to explain how to reason with alethic modalities, and if
something like that could be devised for prescriptive modalities we would have
a ready-made analysis of great depth.

With alethic modalities, there is the question of whether understanding the
alethic modalities as operators involves a use-mention confusion.  This shows
up when we try to iterate modalities.  “Necessarily (Necessarily (Dick is a
human being)” is difficult to understand; it seems to require the reading “It is
necessarily true that it is necessarily true that Dick is a human being.”  The “is
true” part shows that the “that”-operator is at best a suspect disquotational
device.  The analysis of the claim in a formal modal logic, however, is pointed
to as a clear way to understand such a sentence.  Thus, it’s said, the use-
mention problem either evaporates or is harmless.

But consider “Should (should (Dick takes out the trash).”  Who is the
person to whom this prescription is made?  We no longer have a subject.  We
can’t unpack it as “Dick should Dick should take out the trash,” but only as,
perhaps, “It should be the case that Dick should take out the trash.”  The latter
would have to be a truly impersonal “should”-claim, which is quite at odds with
the intuitions about prescriptions we’ve built on here.  We might require that
each prescriptive modal operator requires a subject, so an iterated prescriptive

39  See Chapter V of my Propositional Logics for a presentation of formal
logics of alethic modalities, an overview of which is given in “Conditionals” in
Cause and Effect, Conditionals, Explanations in this series.
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modal claim would be “Should (Zoe should (Dick takes out the trash)”
corresponding to “Zoe should ensure that Dick should take out the trash.”  If a
formal modal logic analysis could give a clear reading of that, how could we
judge if that reading is correct absent some intuition of what the sentence
means?  What can Zoe do that ensures that Dick should take out the trash?
Either Dick should take out the trash or he shouldn’t.  Zoe yelling at him might
ensure that he believes that he should take out the trash, but that isn’t the same
as ensuring that “Dick should take out the trash” is true.  If we can’t make sense
of iterated prescriptive modalities, one of the principal motives for developing a
formal modal prescriptive logic is gone.40

Assuming, though, that questions of use-mention and iteration of
modalities can be resolved, we have the problem of what in the mechanism of
the semantics of a formal modal prescriptive logic could play the role of
possibilities and relations between possibilities in the semantics of formal
alethic modal logics.  Possibilities arise naturally in our ordinary understanding
of inferences and claims like “It is possible that Dick took out the trash.”  For
claims such as “Dick should take out the trash” it is suggested that “permissible
states of affairs” are what should be considered: possibilities in which certain
prescriptive claims are taken as true.  A relation between those is needed for the
mechanism of the modal logic: one state is permissible relative to another if no
obligation that is true in the first is not also true in the second.  

But then an important motive for developing a prescriptive modal logic is
lost.  A key axiom of formal alethic modal logics that allows clear and simple
semantics is:

If Necessarily (A), then A.

This is uncontroversial: If it’s necessary that a claim be true, then the claim
really is true.  But the comparable claim for prescriptive modalities is false:

If Should (A), then A.

Zoe may hope that it’s true, but “If Dick should take out the trash, then Dick
takes out the trash” is, as she and he well know, false.

Still, there has been considerable development of such modal approaches
to reasoning with prescriptive claims in which these problems are said to be
overcome.41  But none of these can be satisfactory as a guide to reasoning
with prescirptive claims because they are designed to investigate reasoning
which discriminates only between valid and invalid inferences.  As we have
seen, we use and need to use in our ordinary reasoning strong as well as valid

40  See Arthur N. Prior, “Logic, Deontic” or Lennart Åqvist, “Deonitic Logic”
for the basic ideas behind this approach and clear analyses of these difficulties.

John Horty in “Agency and Deontic Logic” builds “agency” into a formal
modal logic analysis of prescriptions.
41  See, for example, Paul McNamara’s survey “Deontic Logic.”
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inferences.  No one has shown how to modify formal alethic modal logics to
deal with strong as well as valid inferences, and it would seem just as hard to
do that for prescriptive modalities.

I am not saying that it is not possible to develop a modal logic approach to
understanding prescriptive claims.  But these problems suggest that such an
approach is not promising, and work on it, under the name “deontic logic,” has
not resolved these problems.42

42  Alan Ross Anderson in “A Reduction of Deontic Logic to Alethic Modal
Logic,” proposes a way to define deontic logics within any normal modal logic.

Let “P” describe some “bad” state-of-affairs (either, on a teleological
ethical theory, “bad” because of its consequences, or on a deontological
theory, “bad” inherently).  Then to say that p is obligatory is to say that
failure of p leads to a state-of-affairs  P which is “bad”, but avoidable
( P); and to say that p is forbidden is to say that p itself leads to
the bad but avoidable state-of-affairs.

That is, “It is obligatory that p” is defined as:  (  p  P).  This allows
for modeling different views, depending on what one takes as P.  At first
glance it looks like it will give a completely objective analysis, but P could be
subjective.  However, it is not applicable to reasoning with strong inferences.
Arthur Prior in “Logic, Deontic,” discusses other criticisms of that approach.



      Truth and Reasoning

The goal of reasoning is to establish truths and to determine what
would follow if certain assumptions are true.  There are many different
notions of what is true, both in what kinds of things are true or false
and what makes them true or false.  By looking at what is common to
those we can find an idea of truth and the things that are true that can
accomodate many particular views of truth and account for the wide
agreement on what counts as good reasoning.
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Truth and reasoning
We reason to try to determine what is true and what is false.  We reason
to try to determine what would be true if certain assumptions are true.
We learn to reason as we learn our language.  We reason together so we
can also reason alone.  Reasoning is a kind of communication.

To reason well we need to understand the nature of truth and falsity
and how those classifications function in our reasoning.  To begin, let’s
consider what kind of things are true or false.
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What kind of things are true or false?
When we reason together, we use language.  We make sounds or write
inscriptions.  Or, reasoning with ourselves, we imagine a sound or
inscription.

Whether we view such utterances and inscriptions as true or false,
or whether we think it’s the meaning of such language that’s true or
false, or whether we think such language points to an abstract realm of
things that are true or false, it’s through our use of language that we
reason.  Reasoning is part of communication—with others and with
ourselves.  For now, then, let’s focus on such utterances and inscrip-
tions.  Later we can consider whether they only represent or point to
what is true or false.

What kinds of lingustic sounds and inscriptions are (or represent
what is) true or false?  It could be just a word, as when looking out the
window I say, “Raining.”  It could be as complex as a sentence that
takes half a page.  It could be an equation composed of mathematical
symbols.

We can, however, exclude questions, commands, and wishes as 
not what could be true or false.  We can also exclude sounds that are
nonsense, such as “Frabjous day,” or apparently good language which
is really meaningless, such as “7 is divisible by lightbulbs.”  We can
exclude ambiguous utterances, such as “I am half-seated,” and ones 
that are too vague, such as “America is a free country.”

Clarity in our reasoning
It would seem, then, that for a piece of language to be a candidate for
being true or false it must be completely precise and intelligible.  But if
only language that is completely precise can be true or false, then
“Strawberries are red” does not qualify: Which strawberries?  What hue
of red?  Measured by what instrument or person?  So we couldn’t
analyze:

(1) If strawberries are red, then some colorblind people cannot see 
strawberries among their leaves.

Strawberries are red.
Therefore: Some colorblind people cannot see strawberries 

among their leaves.

This is an example of acceptable reasoning, reasoning that any rules we
devise about how to reason well must be able to account for.1  And
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yet any attempt to make the language in (1) fully precise will fail.  At
best we can redefine terms, using others that may be less vague.

No two people have identical perceptions, and since the way we
understand words depends on our experience, we all understand words
a little differently.  There has to be some wiggle room in the meaning of
what we say for us to be able to communicate.  Dick said to Zoe, “My
English professor showed up late for class on Tuesday.”  Which
Tuesday?  Who’s your English professor?  What do you mean by late?
5 minutes?  30 seconds?  How do you determine when she showed up?
When she walked through the door?  At exactly what point?  When her
nose crossed the threshold?  That’s silly.  Zoe knows “what he meant,”
and the sentence isn’t too vague for her to agree that it has a truth-
value.  The issue isn’t whether a sentence or piece of language is vague,
but whether it’s too vague, given the context, for us to be justified in
saying it is true or false.

Our goal is to have complete clarity in our reasoning.  But that is
and can only be a goal.  What we take to be true or false must depend to
some extent on our purposes, on what we pay attention to.  Every
description of the world of our experience is at best partial.  We are
limited in our descriptions by the resources of our language, by the
resources of our sensory apparatus (how do dogs smell so much?), by
how we process the experiences of our senses, and by how much of
what we process we pay attention to.  Do we choose to pay attention to
only part of our experience?  Psychologists will tell us no, yet we have
available to us more than what we first note.  A clock striking four
o’clock may not register as four to us, but if asked to recall, often we
can say, “One, two, three, four.  Yes, it struck four times.”

When Zoe says, “Spot’s barking woke Dick” (she was up late
working on her term paper when Spot started yelping), is that true or
false?  The language is not too vague, unless we need, for some reason,
some purpose, more precision: When did Spot begin to bark?  When
exactly did Dick awake?  How long did Spot bark? how loud?  What
kind of yelping or howling or growling or ferocious arfing was it?  “Oh,
that doesn’t matter,” says Zoe, “you know very well what I mean.”

Negotiating meaning
Meaning does not reside in a piece of language; it does not reside in us;
it does not reside in the world.  It resides in us, language, and the

1  Gottlob Frege in “The thought” apparently takes this as an acceptable
inference.
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world—in us using language to talk about the world and our
experience.  Meaning is in a particular use of language, in a particular
context, among particular people.  Meaning is not fixed, not for us
individually and most certainly not among ourselves when we talk.  We
have to negotiate meaning.2

We negotiate meaning to try to understand each other better, or
perhaps at all.  I, you negotiate meaning with ourselves each time we
use language in a different way, or in a different context, or just when
we reflect on what we say.  We negotiate meaning with others, trying to
fix more closely how we understand what we say so that we can have
some confidence that we are communicating, that we understand
together.  The need for such negotiation may be evident only from our
actions and disagreements, but that does not signify that meaning is
necessarily instrumental.  When we negotiate meaning with ourselves
we may do no more than think about what we are saying.

Whether we accept a piece of language as a candidate for being
(what represents what is) true or false depends on our purposes, which
we may negotiate as we negotiate meaning.  What we pay attention to
may be culture-bound by the resources of our language and by what we
deem important in our experience, which is often codified by our
language.  But once given that framework in which to deal with our
experiences, truth need not be relative.3

 “No, Spot’s barking didn’t wake Dick, since he was stirring and
coughing before Spot started to bark.”  We can claim evidence.  We can
compare experiences within our framework.  But no framework is
available to us to judge all of what there is, for we are limited.  And
thank Dog for that, for what horror to perceive all undiluted, to register
all we perceive, to put into language all we have registered.

Perhaps there is a real framework in which to judge truth and
falsity, in which to judge all.  Perhaps God, or the gods, or Dog who
smells all can perceive such a framework.  Perhaps we can or should
hold up such a framework as what we strive to see.  But we are investi-
gating how to reason well, and our limitations cannot be ignored.

Claims and agreements
So it is sufficient for our purposes in reasoning to ask whether we can
agree that a particular piece of language, or class of inscriptions as in a

2  This is discussed more in my “Language, Thought, and Meaning.”
3  See Appendix 3 for Friedrich Waismann on this point.
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formal language, is suitable to assume to be true or false, that is, have a
truth-value.  If we cannot agree that a particular sentence, such as “The
King of France is bald,” has a truth-value, then we cannot reason
together using it.  That does not mean that we employ different methods
of reasoning or that all reasoning is psychological; it only means that
we differ on certain cases.  The assumption that we agree that a piece of
language has a truth-value, that the imprecision of it is inessential, is
always present, even if not explicit.4

The words “agree” and “negotiate” are somewhat misleading.
Almost all our agreements, conventions, assumptions are implicit, tacit.
They needn’t be conscious or voluntary.  Many of them may be due to
physiological, psychological, or perhaps metaphysical reasons; for the
most part we don’t and pehaps may never know.  Agreements are
manifested in lack of disagreement and in that we communicate.
Agreements are the result of our negotiations which are often done
tacitly, with no verbal assent or even talk.  To be able to see that we
have made, or been forced into, or simply have an agreement is to be
challenged on it.  If I say “Cats are nasty” and you disagree with me,
then I know that you consider that utterance to be true or false.

In sum, I propose the following definition.5

_______________________________________________
Claims   A claim is a written or uttered piece of language that we
agree to view as being either true or false._______________________________________________
4  One colleague objected that some community might agree to view “All
blue ideas are beautiful” as having a truth-value, yet that doesn’t mean it is true
or false.  From our perspective those people either have a very different notion
of truth than we do, and/or they are understanding the words in that sentence
differently than we do.  So long as their notion of truth functions in the
framework of reasoning as I describe below, we have no reason as logicians to
say that they have a faulty notion of truth.  The situation would be the same as
when a community adopts a “deviant” arithmetic, as I discuss in “Why are there
so many logics?” in Reasoning and Formal Logic in this series.  We respect
the reasoning of others to try to understand them, rather than dismissing it
because of our inability to see immediately what they are doing.
5  Elsewhere, I say that a claim is a declarative sentence used in such a way
that it is true or false, in order to avoid engaging in this discussion of the nature
of agreements.  Compare Isaiah Berlin in “Verification”:

A proposition [is] any sentence which conveys to someone that
something is or is not the case.  And this seems on the whole to
accord with common usage.    p. 16
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When reasoning with ourselves, we might not write or utter anything.
But such reasoning can be understood as dependent on how we reason
with sounds and inscriptions, using our imagination to think of the
claims.

Perhaps it these utterances and inscriptions that are true or false in
the negotiations and agreements we have made.  Perhaps it is the
meaning of them that are true or false in the negotiations and
agreements we have made.  Perhaps they only represent or point to
some abstract things called propositions that are really true or false, the
pointing being what we negotiate and come to agreements about.  No
matter.  It is these that we use when we reason together.  So it is these
we can discuss, leaving to the metaphysicians to ground our
negotiations and agreements.

Are claims true or do they represent what is true?
Claims are what we use in our reasoning.  Some say, though, that what is true
or false is not the utterance or inscription, but the meaning or thought expressed
by that, what they call a “proposition” or “mental proposition.”  So the
following, if uttered at the same time and place, all express or stand for the
same proposition:

(*) It’s raining.

Il pleut.

Pada deszcz.

Está chovendo.

The word “true,” they say, can be properly applied only to things that cannot be
seen, heard, or touched.  Sentences “express” or “represent” or “participate in”
such propositions.

Platonists take this one step further.  A platonist, as I use the term, is
someone who believes that there are abstract objects not perceptible to our
senses which exist independently of us.  Such objects can be perceived by us
only through our intellect.  The independence and timeless existence of such
objects, they say, account for objectivity in reasoning and mathematics.  In
particular, propositions are abstract objects, and a proposition is true or is false,
though not both, independently of our even knowing of its existence.

But the platonist, as well as the person who thinks a proposition is the
meaning of a sentence or a thought, reasons with language, using claims.  For
me to reason with someone who takes propositions to be what is true or false it
is not necessary that I believe in abstract objects or thoughts or meanings.  It is
enough that we agree that certain utterances and inscriptions are or from his
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viewpoint represent propositions.  Whether such a piece of language expresses
a true proposition or a false proposition is as doubtful to him as whether, from
my view, it is true or it is false.  The question of whether the four inscriptions at
(*) express the same proposition for him amounts on my view to whether we
should identify those four inscriptios for all our purposes in reasoning.

From my perspective, the platonist conception of logic is an idealization
and abstraction from experience.  From the platonist perspective, I mistake the
effect for the cause, the world of becoming for the reality of abstract objects.
But we can and do reason together using claims, and to that extent my
definition can serve platonists or those who hold other views of propositions.
In analyzing any particular kind of reasoning we can take those views into
account as added weight to the significance of what we take to be true or
false.6

Still, platonists argue that taking claims as the basis of reasoning is
hopeless.  They say we cannot answer precisely the questions: What is a
sentence? What constitutes a use of a sentence? When has a sentence been used
assertively or even put forward for discussion?  These, they say, can and should
be avoided by taking things inflexible, rigid, timeless as propositions.  But that
only pushes back these problems to: How do we use logic? What is the relation
of these theories of abstract objects to our arguments, discussions, and search
for truth? How can we tell if this utterance expresses that abstract proposition?
It’s not that taking claims to be true or false brings up questions that can be
avoided.  The emphasis on precision and objectivity in reasoning has gone too
far if we cannot relate our work to its intended use, its original motivation as a
guide to reasoning well.

6  Whenever abstract propositions or thoughts or meanings are invoked as
the objects that are true or false, it is the sentences that “express” them that are
pointed to as our access to them.  For example, Gottlob Frege in “Negation”
says:

How, indeed, could a thought be dissolved?  How could the inter-
connexion of its parts be split up?  The world of thoughts has a model 
in the world of sentences, expressions, words, signs.  To the structure 
of the thought there corresponds the compounding of words into a
sentence; and here the order is in general not indifferent.  To the
dissolution or destruction of the thought there must accordingly
correspond a tearing apart of the words, such as happens, e.g., if a
sentence written on paper is cut up with scissors, so that on each scrap
of paper there stands the expression for a part of a thought.   p. 123

See also Frege’s “The thought: a logical inquiry.”
Colwyn Williamson in “Propositions and abstract propositions” reviews

these and other views of what a proposition is from a viewpoint similar to mine.
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Mental propositions
Some say that mental propositions, what might be called thoughts, are what are
true or false.  Alexander Broadie describes a medieval view of that and, from
what I can gather, his own view, in Introduction to Medieval Logic:

That we use the sounds or marks we do use in order to communicate is
not a fact of our nature, for we could have used other signs, and other
nations do use other signs.  But what I think of when I think of what I
call a “man” is the same as what a Frenchman thinks of when he thinks
of an “homme”, and as what a Greek thinks of when he thinks of an
“anthropos”.  The thought is the same though the conventional express-
ion of it differs.  Thus the language of thought is universal in contrast to
what we may term the “parochiality” of conventional languages.  Indeed
the intertranslatability of conventional languages is due precisely to the
fact that, different as they are in respect of many of their characteristics,
they can all be used to express the same set of thoughts.   p. 8

This is an example of the triumph of hope over experience.  We all hope,
desperately, to be understood by others.  We do not want to think that we are 
so separate that no one can see the world as we do.  We only need to make 
the effort, perhaps a great effort, to phrase our thoughts well and others will
understand exactly what we are thinking.  But every day in every conversation
we have evidence that others do not understand as we do, that the thought we
wished to convey is not what the other person understood by what we said.
Approximately, yes, but exactly most certainly not.  This is one of the most
obvious and clearest conclusions we can make from our experience of
“communicating” with others.  Yet we persist in believing that others have 
the same thoughts as we do.  Anyone who knows well two languages will, 
on reflection, admit that there is no real inter-translatability between them but
only some approximation.  Much is lost in translation: traduire c’est trahir.
What is maintained is, roughly, something like the truth-conditions of
sentences, and even that only approximately.

We are not sure what thoughts are, even for ourselves.  We know that they
needn’t be linguistic (gestures as well as pictures in our minds).  But what
exactly they are, when we have had one, what distinguishes one from another,
this we cannot say.  How, then, can we proclaim that others have the same
thoughts we do?  We don’t even know when we have the same thought we had
an hour ago.7

It is hard to see how the truth or falsity of our thoughts could be the basis
for an analysis of how to reason well.

7  See my “Language, Thought, and Meaning” in Reasoning and Formal
Logic for a fuller discussion.
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Claims are types
Suppose we’re having a discussion.  An implicit assumption that
underlies our talk is that words will continue to be used in the same
way, or, if you prefer, that the meanings and references of the words we
use won’t vary.  This assumption is so embedded in our use of language
that it is hard to think of a word except as a type, that is, as a repre-
sentative of inscriptions that look the same or utterances that sound the
same.  I do not know how to make precise what I mean by “look the
same” or “sound the same,” but we know well enough in writing and
conversation what it means for two inscriptions or utterances to be
equiform.  So we can make the following agreement.
_______________________________________________
Words are types   We will assume that throughout any particular
discussion equiform words will have the same properties of interest 
to us for reasoning.  We therefore identify them and treat them as the
same word.  Briefly, a word is a type._______________________________________________

Some say that types are abstract objects.  We cannot point to a
type, only to a representative of it, say, “Ralph is a dog.”  But all we
use and need in our reasoning is a process of identification of utterances
or inscriptions.  The reason we make those identifications may be by
our intuiting or having some non-sensory access to abstract objects
called “types,” or it may be due to our psychology, or physiology, or
culture.

The assumption that words are types, in this sense, is an abstraction
from experience, but it is also an agreement to limit ourselves.  Though
a useful abstraction, it rules out many sentences we can and do reason
with quite well.  For example, we shall have to distinguish the three
equiform inscriptions in “Rose rose and picked a rose,” using some
device such as “Rose1 rose2 and picked a rose3” or “Rosename roseverb
and picked a rosenoun 

.”
Suppose now that I write the following which we take to be a

claim:

Socrates was Athenian.
 
Later I want to reason with that claim:

(2) If Socrates was Athenian, then Socrates was Greek.
Socrates was Athenian.



110      Truth in Reasoning

Therefore, . . .   

We have distinct inscriptions, since claims are inscriptions or
utterances.  How can we reason with them?

Since words are types, we can argue that the two equiform inscrip-
tions at (2) should both be true or both be false.  It doesn’t matter to us
where they’re placed on the paper, or who said them, or when they
were uttered.  Their properties for reasoning depend only on what
words and punctuation appear in them in what order.  Any property 
that differentiates them isn’t of concern to reasoning.  We can make 
the following agreement.
_______________________________________________
Claims are types   In the course of any reasoning we will consider an
uttered or written piece of language to be a claim only if any other
piece of language that is written or uttered and that is composed of the
same words in the same order with the same punctuation can be
assumed to have the same properties of concern to our reasoning during
that discussion.  We therefore identify equiform inscriptions or
utterances and treat them as the same claim.  Briefly, a claim is a type._______________________________________________

Again, to say that we can make this agreement does not necessarily
mean it is just a matter of convention.  I do not deny that there might be
good reasons for our agreement, say, that there are abstract objects
called “types of sentences” which, perhaps unconciously, have led us to
this agreement or at least justify the agreement as the only possible way
to proceed in reasoning.

But more fruitfully, I believe, we can see the agreement that we
identify distinct utterances or inscriptions as being the same for all our
logical purposes as an abstraction from experience, which is all we
need when we say that  Ralph is a dog  and  RALPH IS A DOG  are
representatives of the same type.  Utterances are loud or soft, spoken
clearly or mumbled.  Inscriptions are typed or handwritten, in blue ink
or black or red, they are on this page or that page or on a computer
display.  We are ignoring certain aspects of our experience in order to
simplify our reasoning.  This is part of the general procedure of creating
a model of how to reason well.  It is important at every stage to note
what abstracting we do.  If we encounter problems, contradictions, or
counterintuitive consequences of our work, we can then go back and
see if perhaps part of what we chose to ignore in our experience might
matter in a particular context.8
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For example, consider:

box R  → The sentence in box R contains forty-seven letters.
 

           The sentence in box R contains forty-seven letters.

The two sentence inscriptions are equiform: they contain the same
words in the same order with the same punctuation.  But they are
different for our reasoning.  One refers to itself, one does not.  To test
the truth of the one on top we need to consider whether it itself contains
forty-seven letters, but that’s not the case with the lower one.  There is
a clear and perceptible difference for our reasoning that is obscured by
identifying them.  In this case, the difference doesn’t seem to matter
much, but consider the following.

box S  → The sentence in box S is not true.
 

           The sentence in box S is not true.

The inscription in the box is an example of the liar paradox, which
seems to be both true and false.  The inscription below it is not a
version of the liar paradox, but refers to the one above.  The differences
between these equiform inscriptions matter and are crucial in resolving
the paradox.9

The division of true and false
What is true is not false; what is false is not true.  The world is, and our
language, if used correctly, does not describe both what is and what is
not with the same words.  If “Ralph is a dog” is true, it can’t be false; 
if “Ralph is a dog” is false, it can’t describe how the world really is.

This, we believe, is the nature of truth, because we believe that
there is a world external to us parts of which we are trying to describe.
The world is coherent, out there, and if we use language correctly no
claim can be both true and false.  Truth, we say, is objective.

8  See the essay “Prescriptive Models” in this book.
9  The resolution that depends on distinguishing these is due to Buridan, as
translated and explained by George Hughes in John Buridan on Self-
Reference.  Reading that was the first encounter I had with the idea that we
could view inscriptions as what is true or false.  I formalized that theory of truth
in “A theory of truth based on a medieval solution to the liar paradox,” which I
revised as Chapter XXII of Classical Mathematical Logic.
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But then what about the apparent claims we make in ethics,
grammer, or rules for reasoning well?  What in the world is there that
could make “You should never kill a dog” true or false?  What in the
world is there that could make “An adjective modifying a noun in
Spanish should agree in gender and number” true or false?

Perhaps this shows that such sentences are not claims, that truth or
falsity cannot be ascribed to them.  The evaluation of them is not
objective but is subjective: it depends on our thoughts or feelings or
beliefs.10  Yes, there are two categories for such sentences: good/bad,
or correct/incorrect, or just/unjust, or assertible/unassertible, or . . .  .
But such divisions are not into the true and false.  

Yet compare the following two examples.

Example 1   Physician:  Don’t smoke anymore.
Matilda:  O.K.
Analysis   Suppose that Matilda then goes out and smokes a

couple cigarettes.  We’d say she is perverse, or stupid, or she just didn’t
follow the doctor’s orders.  There’s no question of belief or truth.

Example 2   Physician:  You shouldn’t smoke anymore.
Matilda:  I agree.
Analysis   Suppose again that Matilda goes out and smokes a

couple cigarettes.  In this case we think she can be charged with
inconsistency (if she hasn’t changed her mind).  That’s because
Matilda’s attitude about “You shouldn’t smoke” is one of belief.  The
doctor is not commanding her; such a conversation would typically be
preceded or followed by an attempt by the doctor to convince her that
she shouldn’t smoke.  And belief is belief that something is true.

Perhaps, though, what Matilda is asked to believe is that the
prescriptive claim is good advice.  But to say that “You should stop
smoking” is good advice is just to say that you should stop smoking.

The word “true” is odd in that we get nothing new by ascribing it
to a sentence.  That’s equally so for these other divisions.  Compare:

“Dick is an American” is true.
Dick is an American.

“New York is in the United States” is assertible.

10  For what is meant by saying that a standard of evaluation is subjective see
“Reasoning with Subjective Claims” in The Fundamentals of Argument
Analysis .
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New York is in the United States.

“Ralph should stop smoking” is good advice.
Ralph should stop smoking.

It’s only when surveying or analyzing the use of the notions of
truth and falsity and constructing theories that the words “true” and
“false” play a significant role.  The labels “is assertible” and “is good
advice,” just like “is true,” are shorthand for the conditions we look
for in evaluating whether to accept a claim.  If we have those
conditions, we might as well assert the claim.  It may be a simplifica-
tion, but if so it is a simplification of great utility to seize on the
following similarities:

These are the conditions under which you are justified in
believing the sentence is true.

These are the conditions under which you are justified in
believing the sentence is assertible.

These are the conditions under which you are justified in
believing the sentence is good advice.

The resistance to viewing various divisions we use in our reasoning
as divisions into true and false follows, I suspect, from a particular
metaphysics of truth and falsity: the true is what corresponds to the
case, and that is independent of us and our interests.  These other
notions, it is said perjoratively, are dependent on our human capacities
and interests, so they can’t really be the division into the true and false.
That is one particular metaphysics, a metaphysics that is part of a view
of reasoning in which human capacities and interests are not considered
constraints on models of good reasoning and the search for truth.

It is rejected by the idealists who say there is no distinction at all
between these kinds of divisions.  All truth is subjective.  The standards
for even what we consider the most objective notion of truth, for
whether, for example, “Ralph is a dog” is true, are subjective.

The naturalists, on the other hand, say that there is no distinction in
these different divisions because all truth is objective.  The values we
invoke in classifying claims such as “You should never torture a dog”
as correct/incorrect or ethical/unethical are independent of us, out there
in the world.11

Schematically, we can see several possibilities:

11  See “Prescriptive Models” in this volume for a fuller discussion.
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• A clear distinction between objective and subjective evaluations:

objective truth    |    subjective truth

• A spectrum of divisions ranging from the most objective to 
the most subjective, with some in the middle not clearly one 
or the other:

objective truth  _____ - - - - - _____  subjective truth

• No distinction at all among the divisions:

• Only subjective truth.or
• Only objective truth.

The divisons are dichotomies
Implicit in what I’ve been saying is that a division between what is true
and what is false is mutually exclusive: what is true is not false, what is
false is not true.

That seems not only apt but obvious when we think of truth in
terms of some kind of correspondence with a world external to us.  
But why should (apparently) subjective divisions into correct/incorrect,
good/bad, ethical/unethical be mutually exclusive?  Why can’t we have
a claim that is both ethical and unethical, or one that is good advice and
not good advice?  The nature of our subjective evaluations doesn’t
seem to rule that out.

Subjective evaluations, at least of the type that give rise to a true-
false division, are implicitly if not explicitly prescriptive.  If it is good
advice you should do it; if it is bad advice you shouldn’t do it.  If it is
correct then you should do it that way; if it is incorrect then you
shouldn’t do it that way.  If it is good you should approve of it; if it is
bad, you should disapprove.  If a claim, such as “You should never
torture a dog” or “The past tense of ‘to bring’ is ‘brought’,” is both
good advice/ethical/correct and bad advice/unethical/incorrect, then we
are enjoined to both do and not do, to act and to act in a contrary
manner.  This we cannot do.  

The law of excluded middle (every claim is true or false) and the
law of non-contradiction (no claim is both true and false) are called
“laws” by some because they lie at the heart of their metaphysics.  But
we can just as well see them as rules to simplify our reasoning.  Or we
can see them as reflecting a human capacity or need to classify as
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either-or.  We adopt them as the basis of all our divisions into the true
and false.  We take those divisions to be dichotomies.

Even those who propose systems of reasoning based on the idea
that there are degrees of truth, where a strict division is denied, still
impose a division: a line is drawn that says on this side are claims we
can use to derive further claims on which we can rely, the ones with
“designated” values, the assertible ones, while on the other side are
claims with undesignated values.

But then what do we do in reasoning with a claim, such as “You
should never kill,” when we find we have as good reason to believe it is
true as that it is false?  We suspend judgment, as we do in all our
reasoning.  But what if there is nothing more that could determine
which it is: true or false?  

We agree to view the sentence as a claim in order to determine
whether it is true or whether it is false.  But in doing so, we find that the
truth-conditions for it are indeterminate.  We cannot say that the
sentence is both true and false without abandoning all our methods of
reasoning, including those that led us to that conclusion.  So we no
longer agree to view the sentence as true or false but not both.  We no
longer take the sentence to be a claim.

Similarly, physicists reasoned with “The ether has no mass” only
to find that, since there was no ether, the sentence was neither true nor
false.  So we no longer accept it as a claim.  

We take the sentence “This sentence is false” to be a claim and in
reasoning with it find that if it is true then it is false, and if it is false
then it is true, so it cannot be classified as true or false but not both.
We reason with it on the assumption that it is as a claim in order to find
that it is neither true nor false, and then no longer accept it as a claim.

Hence, we have the following modification of our notion of claim,
where we understand “true or false” to be any dichotomy we use as a
division into accepting or not accepting sentences for the basis of
further reasoning.
_______________________________________________
Claims   A claim is a written or uttered piece of language that we
agree to view as being either true or false but not both._______________________________________________

It is because we take these divisions to be dichotomies of the true
and false that we can devise methods of how to reason well across a
variety of subjects and purposes.  They function the same in our
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reasoning: possibility, inference, valid inference, and strong inference
are all defined relative to a notion of truth that is a dichotomy, and all
have been defined relative to both objective and subjective
divisions.12  I’ve shown this for formal systems of reasoning in
Propositional Logics and Predicate Logic.  I’ve shown how these
divisions serve to establish rules for reasoning well about arguments,
explanations, mathematical reasoning, reasoning in the sciences,
conditionals, subjective claims, and prescriptive claims in Five Ways
of Saying “Therefore” and in this series Essays on Logic as the Art of
Reasoning Well.

The false is what is not true
Given a dichotomy that functions as true and false in our reasoning, we
have to ask whether certain utterances that appear to be claims but are
stupid, or senseless, or bad, or worthless (depending on the particular
notion we are investigating) should be classified as claims.  For
example, “Green dreams jump peacefully” is a declarative sentence.
But it doesn’t make any sense, so without further qualification we’d
have no motive to reason with it, so we don’t take it to be a claim.

In contrast, when Suzy said to Dick “You should hold your breath
for four minutes in order to stop hiccuping,” we do indeed want to
reason with it, probably to show that it is wrong.  Since it’s bad advice
or wrong, we classify it as false.

When someone says to us “The King of France is bald,” it seems
nonsense, since there’s no King of France.  But that can show up
naturally in our reasoning, as can lots of other sentences that might be

12  It might seem that this is the view of Michael P. Lynch in Truth as One
and Many who takes truth to be a structural notion.  But he bases his work on
what he calls “folk beliefs” about the nature of truth that are far different from
what I take as fundamental here.  Yet he cites no studies to show that those
assumptions are commonly held, much less that theyh are the most commonly
held beliefs about truth.  Arne Naess in  “Truth” as Conceived by Those Who
Are Not Professional Philosophers debunks all the talk that philosophers make
about what the common notion of truth is, about what ordinary folks believe.
He does a sociological experiment, questioning people about their views, and
shows that there is not only no unanimity but a huge variety of views of truth
all held by an equally small percentage of the people he surveyed.

Cory D. Wright in “On the functionalization of pluralist approaches to
truth” summarizes and discusses current debates about whether truth is univocal
or pluralist and claims by Lynch and others about the structural nature of truth.
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too vague to be claims, at least when we use a formal logic as a guide to
reasoning.  

When we employ a formal language as a guide to the formation of
propositions with which we’ll reason, we carefully distinguish between
syntax and semantics.  The formation rules invoke no semantic aspects
of the primitive parts of the language: they set out how to make well-
formed-formulas solely in terms of structure and parts of speech.  This
division of form and content is invoked, usually implicitly, for every
formal logic.13  If we do not divide form and content, then there are
immense problems in specifying what counts as a well-formed-formula,
and, it seems, it is impossible to use the method of proof by induction
on the form of formulas in analyzing the formal syntax and
semantics.14

Once we have a formal language, we take certain expressions to
realize the primitive symbols of the formal language, in the case of
predicate logic both predicates and names.  We can understand predi-
cates to be words or phrases which when supplemented by a name or
names become a sentence that is true or false.  At least the sentence
becomes a proposition when supplemented by a name or names of
objects in the universe of discourse that we adopt, understanding a
variable supplemented by an indication of what it is to refer to as a
name, too.15  Then we have no choice, due to the division of form and
content, but to say that every expression using these predicates and
names that instantiates a well-formed-formula of the formal language is
meaningful, and every expression that instantiates a closed formula is a
proposition.  That is, once we determine that the primitive parts of
speech are meaningful, we commit ourselves to the entire stock of
realizations of closed well-formed-formulas as being not only
meaningful but propositions.

Suppose, then, that we take “is a dog” to be a predicate and the
universe—the things we’re reasoning about—to be all living animals.
Suppose also that we take “Hubert” to be a name meant to refer to a
particular animal in that universe.  And suppose that Hubert is a wolf-
dog hybrid that eludes classification as either a dog or not a dog.  Then

13  See my Predicate Logic.
14  See “On the error in Frege’s proof” in Reasoning and Formal Logic in
this series.
15  This definition of “predicate” can serve a realist or one who takes proposi-
tions to be mental, understanding what I call a predicate to be a representative
or expression of an abstract or mental predicate.
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“Hubert is a dog” is too vague to be taken as a proposition, yet we have
agreed to accept it as one.  In almost any realization of the formal
language of predicate logic that we would wish to use as a guide to
reasoning in our ordinary lives there will be sentences that we know are
too vague to have a truth-value but which we are committed to treating
as propositions.

We can deal with such sentencese that we would normally classify
as nonsense or too vague to be propositions by classifying them as false
for the convenience of having a clear analysis of form distinct from
meaning.  Thus, the formalization of “The King of France is bald” is
classified as false in predicate logic, and its negation is true.  Thus, “If
the moon is made of green cheese, then 2 + 2 = 4” is formalized as
“The moon is made of green cheese →  2 + 2 = 4” is classified as false
in relatedness propositional logic, and “~ (the moon is made of green
cheese →  2 + 2 = 4)” is true.  Thus, “Hubert is a dog” is classified as
false, and so “~ (Hubert is a dog)” is true.

It may be a simplification to call such sentences true or false rather
than senseless or stupid, but if so, it is a simplification of considerable
utility.  So we classify them as claims.  But not as true claims.  They are
false because they are not suitable to proceed on for deriving truths.
This is how people treat all the notions that yield dichotomies that are
structurally the same as truth and falsity in our reasoning: falsity is the
default truth-value.  A claim must pass certain tests in order to be true;
all other claims are classified as false, whether those tests are for asser-
tibility, or for good advice, or for being sufficiently probable, or . . .  .
This is so for not only the formal logics studied in Propositional
Logics but also for the various informal methods and rules for
reasoning well that are presented in my other works.  It is also crucial in
developing a formal method of reasoning with non-referring names and
resolving the liar paradox, as I set out in Classical Mathematical
Logic.16

16  Some logicians, either because they believe that there are true contra-
dictions, or because they believe that there are some claims that are both true
and false, or because they wish to model how to reason in the presence of
(possible) contradictions without collapsing all deductions into triviality,
propose what are called paraconsistent logics.  In those, it seems, truth is
taken as the default truth-value with tests set out for a claim to be false.  See,
for example, the chapter on paraconsistent logic in Propositional Logics.  But
I know of no such logic that has clear enough semantics to merit consideration
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The problem of accomodating sentences that arenonsense or are
too vague to be taken as claims into our stock of propositions when we
use a formal logic is due to our attempt to give clear, usable formal
models of reasoning.  It is not a problem that is inherent in how to
reason well, but only in how to adopt a general formal guide to how to
reason well.  The solution of it does not depend on nor illuminate our
understanding of what is a vague sentence.  The solution is simply part
of the formal apparatus, part of how we abstract from our experience in
order to give a clear formal model.  Only to the extent that we take
conditions for a claim to be true as primary and falsity as the default
truth-value can such a solution be said to reflect our deeper
commitments to our notions of truth.

Indexing claims and judgment
We say that “Dick likes chocolate ice cream” was true when uttered a
year ago, but when uttered today it is false; we do not identify the two
equiform occurrences.  But there might be only one occurrence:
“Socorro, New Mexico has 2,107 inhabitants” may be written in a
record at the courthouse.  We have to understand claims as implicitly
indexed by their time of utterance or inscription.

Similarly, the sentence “I am 1.93 meters tall” is true when I utter
it and false when Fred Kroon utters it, but we do not say that it is a
claim with two truth-values; it is not a claim until the word “I” is given
a reference.  Any aspect of a claim that enters into its evaluation can be
required to be made explicit for that claim.

Even so there seems to be a problem peculiar to certain sentences.
Zoe said to Dick: “You should lose weight.”  If understood as meaning
that stopping smoking will best achieve Dick’s ends, then whether it is
true or false is going to depend on Dick weighing up his various goals
and how likely they are to be achieved or not achieved if 
he stops smoking.17  Dick’s evaluations will change as he
contemplates them, so it seems we can say that the claim is true or false
only after Dick deliberates on it.

as proposing a view of truth and falsity as opposed to formal methods to justify
a deductive system.  If such clear semantics can be given, then a mirror image
of the view here would be needed.  In “Paraconsistent logics with simple
semantics” I show that we need not take truth as the default truth-value in order
to have clear and well-motivated semantics for a logic in which not all claims
follow from a contradiction.
17  See my “Reasoning with prescriptive claims.”
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The problem of whether an utterance is a claim from the moment it
is spoken or only after someone, or some group of people, or some
creature makes an evaluation is endemic to all reasoning in which there
is an element of judgment.  But it is a problem only if we adopt an
attitude that there is an objective standard that a sentence must pass in
order for it to be a claim: whatever conditions that determine whether it
is true or false are satisfied or not at the moment the sentence is uttered.
That standard seems not to be fulfilled in  the claim about losing
weight.  But the adoption of that standard is also at issue.

Claims about the future have a similar problem.  We all use and
treat as a claim “It will rain tomorrow.”  Do we need to commit to the
view that everything in the world is determined in advance for it to
have a truth-value now?

The definition of “claim” is meant to avoid taking a stand on these
issues.  A sentence is a claim when we agree to view it as true or false.
In all these cases it simplifies our reasoning enormously to view such
sentences as true or false from the start of our consideration of them.  If
you wish, you can say that a proposition, for example, is what is true
or false, and then what we are doing in our reasoning is establishing
whether a particular sentence represents or correlates to a proposition.
But then you are faced with explaining exactly what a proposition is,
and how, if it is not the utterance in context, it can and does play a role
in our reasoning.  My sense is that invoking such propositions only
serves to make it possible for those who want complete objectivity in
their reasoning to have an object that is true or false, even when that
object has no role other than marking a place we want to get to in our
reasoning.  More apt is to say that we reason with sentences as if they
are true or false in order to come to an evaluation of which they are, or
to find that they are neither.

Conclusion
We reason to arrive at truths.  But before we can do that well, we have
to understand what we mean by saying that something is true or false.

Utterances or inscriptions that we call true or false are used by
everyone who reasons; they are part of the experience of all of us in our
reasoning.  We can abstract from them to talk of types as true or false.
In this way we can come up with a notion of claim that can be used in
reasoning by people who take very different views of what kinds of
things are true or false.
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To say that an utterance is a claim, then, is to agree to view it as
true or false.  That need not mean that it is true or false, but only that
we have some motive to treat it so, perhaps eventually finding that it is
not suitable to be called true or false.  That agreeing is often implicit,
part of a general way we negotiate meaning.

The true-false division is often thought of as an objective classifi-
cation of claims, corresponding in some way to how the world is.  But
there are many other divisions we use in our reasoning which are based
on what are apparently subjective evaluations.  Those are divisions of
utterances into those are good/bad, or acceptable/unacceptable, or
assertible/unassertible, or right/wrong.  We can and do use those
divisions in the same way as the objective notion of truth and falsity.

Those divisions are taken to be dichotomies: what is true is not
false, and what is false is not true.  Almost always falsity is taken as the
default truth-value, so that we can accomodate odd or too-vague
sentences into our reasoning.

In this way we have a general basis for reasoning that allows us to
use the same methods across a wide variety of subjects and purposes.
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Appendix 1   Coherence rather than truth
Some say we should abandon the view that what is true is what corresponds to
the case, no matter how that might be interpreted.  Claims are true or false, they
say, as they cohere with other claims in our general understanding of the world.

Coherence is invariably explained in terms of consistency: The claim A
does not cohere with B, C, D, . . . if they do not make a consistent collection of
claims.   But to invoke consistency is to invoke some methods of reasoning.
On what basis should we accept those rules of reasoning?  We would have no
notion of validity, for that, too, depends on the notion of truth.  We don’t have
any idea of what it means for a rule to be acceptable if that isn’t explained in
terms of validity.  We don’t have any notion of what it means to take a claim as
axiomatic, such as “Dogs are mammals or dogs are not mammals,” unless we
invoke the notion of tautology, which depends on a notion of truth.  The whole
enterprise of substituting coherence for truth is a sleight of hand, trying to
divert our attention from the reliance on an informal, intuitive notion of truth to
focus only on syntax.  To say, for example, that “A or not A” is a fundamental
principle that other principles have to cohere with, and we know this because,
say, people use it that way, is to pretend that we can avoid all the hard work of
trying to understand why we use that principle, what assumptions lie behind it,
in favor of the superficial syntax.  No reason is apparent for even why
consistency should be demanded.

Appendix 2   Waismann on objectivity and the law of
excluded middle
Many have written on the issues I discuss in this essay, too many to even cite
here.  But one scholar in particular, Friedrich Waismann, has discussed these
issues in a way that illuminates the analyses I have given.

In this first long extract from “Verifiability” he discusses the interplay
between convention and objectivity:

Suppose there is a tribe whose members count “one, two, three, a
few, many”.  Suppose a man of this tribe looking at a flock of birds
said “A few birds” whereas I should say “Five birds”,—is it the same
fact for him as it is for me?  If in such a case I pass to a language of a
different structure, I can no longer describe “the same” fact, but only
another one more or less resembling the first.  What, then, is the
objective reality supposed to be described by language?

What rebels in us against such a suggestion is the feeling that the
fact is there objectively no matter in which way we render it.  I
perceive something that exists and put it into words.  From this it
seems to follow that fact is something that exists independent of and
prior to language; language merely serves the end of communication.



Truth in Reasoning   123

What we are liable to overlook here is that the way we see a fact—
i.e., what we emphasize and what we disregard—is our work.  “The
sun beams trembling on the floating tides” (Pope).  Here a fact is
something that emerges out from, and takes shape against a
background.  The background may be, e.g., my visual field;
something that rouses my attention detaches itself from this field, is
brought into focus and apprehended linguistically; that is what we
call a fact.  A fact is noticed; and by being noticed it becomes a fact.
“Was it then no fact before you noticed it?”  It was, if I could have
noticed it.  In a language in which there is only the number series
“one, two, three, a few, many”, a fact such as “There are five birds” is
imperceptible.

To make my meaning still clearer consider a language in which
description does not take the form of sentences.  Examples of such a
description would be supplied by a map, a picture language, a film,
the musical notation.  A map, for instance, should not be taken as a
conjunction of single statements each of which describes a separate
fact.  For what, would you say, is the contour of a fact?  Where does
the one end and the other begin?  If we think of such types of
description, we are no longer tempted to say that a country, or a story
told in a film, or a melody must consist in “facts”.  Here we begin to
see how confusing the idea is according to which the world is a
cluster of facts—just as if it were a sort of mosaic made up of little
coloured stones.  Reality is undivided.  What we may have in mind is
perhaps that language contains units, viz. sentences.  In describing
reality, describing it in the form of sentences, we draw, as it were
lines through it, limit a part and call what corresponds with such a
sentence a fact.  In other words, language is the knife with which we
cut out facts.  (This account is simplified as it doesn’t take notice of
false statements.)  When we pass to a symbolism of language that
admits of no sentences, we are no more inclined to speak of facts.

. . .  Just as we have to interpret a face, so we have to interpret
reality.  The elements of such an interpretation, without our being
aware of it, are already present in our language—for instance, in such
moulds as the notion of thinghood, of causality, of number, or again
in the way we render colour, etc.

Noticing a fact may be likened to seeing a face in a cloud, or a
figure in an arrangement of dots, or suddenly becoming aware of the
solution of a picture puzzle: one views a complex of elements as one,
reads a sort of unity into it, etc.  Language supplies us with a means
of comprehending and categorizing; and different languages
categorize differently.
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“But surely noticing a face in a cloud is not inventing it?”
Certainly not; only you might not have noticed it unless you had
already had the experience of human faces somewhere else.  Does
this not throw a light on what constitutes the noticing of facts?  
I would not dream for a moment of saying that I invent them; I
might, however, be unable to perceive them if I had not certain
moulds of comprehension ready at hand.  These forms I borrow from
language.  Language, then, contributes to the formation and
participates in the constitution of a fact; which, of course, does not
mean that it produces the fact.   pp. 57–58

In this second long extract from “How I see philosophy”  he discusses the
law of excluded middle and sentences about the future:

This doubt has taken many different forms, one of which I shall single
out for discussion—the question, namely, whether the law of excluded
middle, when it refers to statements in the future tense, forces us into a
sort of logical Predestination.  A typical argument is this.  If it is true
now that I shall do a certain thing tomorrow, say, jump into the Thames,
then no matter how fiercely I resist, strike out with hands and feet like a
madman, when the day comes I cannot help jumping into the water;
whereas, if this prediction is false now, then whatever efforts I may
make, however many times I may nerve and brace myself, look down at
the water and say to myself, “One, two, three—”, it is impossible for me
to spring.  Yet that the prediction is either true or false is itself a
necessary truth, asserted by the law of excluded middle.  From this the
startling consequence seems to follow that it is already now decided
what I shall do tomorrow, that indeed the entire future is somehow
fixed, logically preordained.  Whatever I do and whichever way I
decide, I am merely moving along lines clearly marked in advance
which lead me towards my appointed lot.  We are all, in fact,
marionettes.  If we are not prepared to swallow that, then—and there is
a glimmer of hope in the “then”—there is an alternative open to us.  We
need only renounce the law of excluded middle for statements of this
kind, and with it the validity of ordinary logic, and all will be well.
Descriptions of what will happen are, at present, neither true nor false.
(This sort of argument was actually propounded by Lukasiewicz in
favour of a three-valued logic with “possible” as a third truth-value
alongside “true” and “false”.)

The way out is clear enough.  The asker of the question has fallen
into the error of so many philosophers: of giving an  answer before
stopping to ask the question.  For is he clear what he is asking?  He
seems to suppose that a statement referring to an event in the future is at
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present undecided, neither true nor false, but that when the event
happens the proposition enters into a sort of new state, that of being
true.  But how are we to figure the change from “undecided” to “true”?
Is it sudden or gradual?  At what moment does “it will rain tomorrow”
begin to be true?  When the first drop falls to the ground?  And
supposing that the event has happened, that the statement is true, will
it remain so for ever?  If so, in what way?  Does it remain
uninterruptedly true, at every moment of day and night?  Even if there
were no one about to give it any thought?  Or is it true only at the
moments when it is being thought of?  In that case, how long does it
remain true?  For the duration of the thought?  We wouldn’t know how
to answer these questions; this is due not to any particular ignorance or
stupidity on our part but to the fact that something has gone wrong with
the words “true” and “false” applied here.

When I say, “It is true that I was in America”, I am saying that I
was in America and no more.  That in uttering the words “It is true
that—” I take responsibility upon myself is a different matter that does
not concern the present argument.  The point is that in making a
statement prefaced by the words “It is true that” I do not add anything
to the factual information I give you.  Saying that something is true is
not making it true: cf. the criminal lying in court, yet every time he is
telling a lie protesting, his hand on his heart, that he is telling the truth.

What is characteristic of the use of the words “true” and “false”
and what the pleader of logical determinism has failed to notice is this.
“It is true” and “It is false”, while they certainly have the force of
asserting or denying, are not descriptive.  Suppose that someone says,
“It is true that the sun will rise tomorrow” all it means is that the sun
will rise tomorrow: he is not regaling us with an extra-description of the
trueness of what he says.  But supposing that were to say instead, “It is
true now that the sun will rise tomorrow”, this would boil down to
something like “The sun will rise tomorrow now”; which is nonsense.
To ask, as the puzzle-poser does, “Is it true or false now that such-and-
such will happen in the future?” is not the sort of question to which an
answer can be given: which is the answer.  pp. 8–10
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Descriptive models are meant to say how the world is, was, or will be.
Prescriptive models say how we should proceed or what our standards
are.  The methodology of devising and evaluating prescriptive and
descriptive models are similar, proceeding by analogy and abstraction,
except that conflicts between a prescriptive model and the data need
not count against the model.
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Introduction
All theories are prescriptive: If you accept the assumptions of the
theory, and you accept the methods of reasoning used in the theory,
then you should accept the consequences of the theory.  That prescrip-
tion is part of our general prescription of rationality: this is the way to
act and believe if you are to be part of our reasoning community.
Descriptive theories, meant to describe how the world is, was, or will
be—in science and many other areas—are not meant to be prescriptive
in any other way.

Prescriptive theories are ones that are prescriptive in some
additional way.  A grammatical theory gives rules for how to speak
correctly; an ethical theory gives rules for how to act ethically; a logical
theory gives rules for how to reason well.
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Are there distinct methods for constructing and evaluating
prescriptive models compared to descriptive ones?  Are prescriptive
models in some way descriptive, too?  Is the data being modeled or
codified different in kind for a prescriptive theory compared to 
a descriptive one?1

These questions are bound up with our general prescription of
rationality, for fundamental to that is the criterion that our theories
should be consistent.  Should that apply to prescriptive theories, too?

To answer these questions, let’s first be clear about the methods of
constructing and evaluating descriptive models.

Creating and evaluating descriptive theories2
 

The point of a descriptive theory is to describe how the world is, was,
or will be.  No theory, though, can explain all, and even if it could, we
would not be able to understand and use it, for we can’t pay attention to
all in our experience.

So we agree to pay attention to some particular aspects of our
experience and ignore all others.  Descriptive theories are best under-
stood as analogies or abstractions, and they can only be true in the
sense of correctly representing that part of the world they are meant to
represent in a particular situation.  We can say of a theory such as
Euclidean plane geometry or the kinetic theory of gases only that it is
applicable or not in a particular situation we are investigating, where 
a “situation” is just some part of our experience we describe using
claims.

To say that a theory is applicable is to say that though there are
differences between the world and what the assumptions of the theory
state, those differences don’t matter for the conclusions we wish to
draw.  Often we can decide if a theory is applicable only by attempting
to apply it.  We use the theory to draw conclusions in particular situa-
tions, claiming that the differences don’t matter.  If the conclusions—
the predictions—turn out to be true (enough), then we have some
confidence that we are right.  If a prediction turns out to be false, then
the model is not applicable there.

1  I use the terms “model” and “theory” interchangeably, though I tend to use
“model” more when discussing the process of modeling and “theory” more for
the static, finished collection of claims and methods of inference.
2  This is a summary of the analysis given in “Models and theories” in
Reasoning in Science and Mathematics in this series.
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We do not ask whether the assumptions of a theory or model are
true, even if that was the intention of the person who created the theory.
Rather, we ask whether we can use the theory in the given situation: Do
the similarities that are being invoked hold and do the differences not
matter?

Laws in science are false when we consider them as representing
all aspects of some particular part of our experience.  The key claim in
every analogy is false in the same way.  When we say that one side of
an analogy is “just like” the other, that’s false.  What is true is that they
are “like” one another in some key respects that allow us to deduce
claims for the one from deducing claims for the other.  In the same way
we can use the assumptions of a descriptive theory so long as the
differences—what we ignore—don’t matter.

When we make predictions and they are true, we confirm a range
of application of a model.  When we make predictions and they are
false, we establish limits for the range of application of the model.
More information about where the model can be applied and where it
cannot may lead, often with great effort, to our describing more
precisely the range of application of a model.  In that case, the claims
describing the range of application can be added to the theory.

Eventually we hope to find theories whose range of application can
be precisely and clearly stated, where we can say that the theory is
applicable whenever this is the case, where we are justified in saying
that the theory is true.  But even then we would not be justified in
saying that a particular claim that is used as an assumption of the theory
is true.  Rather, the claim is true in those situations in which the theory
as a whole is applicable.

Crucial in the construction and evaluation of a descriptive theory
are our options when we encounter a consequence of it that is false (not
true enough).

(1)  If the theory can be understood as an analogy or for use as
reasoning by abstraction, then tracing back along the path of
abstraction we can try to distinguish what difference there is
between our model and our experience that matters.  What
have we ignored that in this situation that cannot be ignored?

(a)  If we can see such a difference and state it in some
general way, we can modify the theory to take account of
that further aspect.
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(b)  If we cannot state precisely what difference it is that
matters, then at best the false prediction sets some limit on
the range of application of the model or theory.  We
cannot use the theory here—where “here” means this
situation or ones that we can see are very similar.

(c)  If, however, we find that such consequences are too
numerous, too difficult to accomodate with further
restrictions, or if there is another theory that does not
yield those contradictions yet which we can use to deduce
the key claims that the original theory was meant to
explain, then we abandon the theory.

(2)  However, some theories, such as the theory of the ether,
are not based on abstraction but postulate entities or aspects of
the world in addition to what we have from our experience or
other trusted theories.  In that case a false prediction, or more
usually many false predictions lead us to consider such a
postulate to be false.  We abandon the theory.

The truth of the assumptions does matter for some theories: those
based on claims that are not abstractions from experience.  When it
makes sense to talk of the truth or falsity of a particular dubious claim
among the assumptions of a theory, deriving true predictions from the
theory can help to confirm that claim; a false prediction may serve to
prove the dubious assumption false.

Still, there are cases when we retain the theory even though it
clearly contradicts experience.  Astronomers tell us that the earth
revolves around the sun, yet we see the sun travel across the sky while
we are standing still.  Physicists tell us that a table is mostly empty
space, yet we knock on it and know it is solid.  We accept the theory
despite these apparent contradictions because:

(3)  We draw further consequences from the theory and use
those along with observations about our perceptual capabilities
to explain why such anomalous claims are not in contradiction
with the theory.

True predictions are never enough to justify a theory.  Indeed, the
problem is that we do not “justify” a theory, nor show that it is “valid.”
What we do in the process of testing predictions is show how and
where the theory can be applied.  And for us to have confidence in that,



130      Prescriptive Models

either we must show that the claims in the theory are true or show in
what situations the differences between what is represented and the
abstraction of it in the theory do not matter.  True (enough) predictions
can help in that.  But equally crucial is our ability to trace the path of
abstraction so that we can see what has been ignored in our modeling
and why true predictions serve to justify our ignoring those aspects of
experience.  Without that clear path of abstraction, all we can do is try
to prove that the claims in the theory are actually true.  Without that
clear path or without reason to believe the claims are true, we have no
more reason to trust the predictions of a theory than we have to trust the
predictions of astrology.

To summarize:

• We create theories by abstracting from our experience.

• True predictions from such a theory confirm a range of 
application of the theory.

• False consequences from such a theory can be accomodated
by either:

— Modifying the theory to account for more of our 
experience.

— Restricting the range of application of the theory.

— Explaining the anomaly in terms of human perceptual 
capabilities.

• False predictions that cannot be accomodated in those ways
lead us to abandon the theory.  Either the resulting range of
application is too small, or another theory works better for a
wider range of application, or else we see that we have assumed
something in addition to our experience that the false predictions
lead us to believe is false.

The claims of prescriptive theories
Some theories such as those in ethics, grammer, and logic appear to be
descriptive.  But are the apparent claims in such theories really true or
false?  What in the world is there that could make “You should never
kill a dog” true or false?  What in the world is there that could make “A
adjective modifying a noun in Spanish should agree in gender and
number” true or false?

We classify such sentences as good/bad, or correct/incorrect, or
right/wrong, or just/unjust, or assertible/unassertible.  Such
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classifications are, on the face of it, quite different from dividing
sentences into the true and false.  That division, we think, is objective, a
kind of correspondence with the world.  These other divisions are
subjective, our evaluations depending on not (only) how the world is,
but our thoughts or feelings or beliefs.3

If the sentences of such a theory are not true or false, then what
justification do we have for using our usual methods of reasoning with
them?  As I show in “Truth and Reasoning” in this volume, these other
classifications can be and typically are used in the same way as the
objective notion of true and false.  They function the same in our
reasoning, as dichotomies for defining the notions of possibility,
inference, valid inference, and strong inference.  We are justified, at
least as a matter of methodology, in treating the sentences of
prescriptive theories as claims and using our usual methods of
reasoning with them.

Actually, some—the idealists—suggest that there is no distinction
at all between these classifications: all of them are fully subjective.
Others—the naturalists—say that there is no distinction because values
reside in the world: all of the divisions are objective.  I’ll consider those
views more below.  But for now, let’s assume:

•  All these divisions can serve as true/false dichotomies and
justify our use of the usual methods of reasoning by taking the
sentences they are meant to apply to as claims.

•  Some dichotomies we use in our reasoning are objective,
and those are suitable for descriptive theories.

•  Some dichotomies we use in our reasoning are subjective,
and those are suitable for prescriptive theories.

With a descriptive theory the claims we are trying to account for,
the data of our theory, are true or false relative to an objective standard.
We learn to make such evaluations as we learn to speak and live, and
perhaps as part of our training in a particular discipline such as
chemistry.

With a prescriptive theory the claims we are trying to account for,
the data of our theory, are true or false relative to a subjective standard.

3  See “Reasoning with Subjective Claims” in Fundamentals of Argument
Analysis for what is meant by saying that a standard of evaluation is
subjective.
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Those judgments are based on our learning the way to make informal
judgments about reasoning or morals or speech.  We learn to make
those as we learn our first language, by imitation, practice, correction
by others, as part of our growing up in a social setting, as part of our
human society.

Note well that we are talking about the judgments, the standards of
evaluation of the claims.  It is those that are subjective, not
(necessarily) the claims themselves.  “Six-month-old babies cannot
understand the use of verbs” is subjective, about the mental life of
babies, but is suitable to be part of a descriptive psychological theory.

Constructing prescriptive theories
With prescriptive theories we want to model some part of our
experience, including the experience of making judgments about what
is right/wrong (in reasoning or ethics or grammer).  Those are what we
are trying to account for.  They are the raw data of the model; examples
we give are the experiments we perform.

We begin, then, as with descriptive models by collecting examples.
These judgments about what is a valid inference or tautology, about
what is an ethical prescription, about what is correct conjugation are the
unfiltered data.

As we describe, we try to find common themes in our observations.
We look for why we accept or reject certain examples.  We develop
some general principles.  Those principles are developed along with our
setting out what we consider significant in the examples, what we shall
pay attention to, for we know that we cannot pay attention to all.  We
abstract from the examples both in what we pay attention to and in what
principles we use to make those choices or which are affected by those
choices.

It might seem that our generalizing comes first, right at the start of
the subject, but that may be only because we have already made so
many observations without specifying them as such.  They are just our
daily judgments, which we can call up in a moment.  Good modelers
provide many such examples.

The general principles are not axioms of our theories.  They are not
logical rules such as the rule of modus ponens, nor moral principles
such as assuming that the means do not justify the ends.  All those
principles may be part of our theory.  But they are not why we adopt
our theory.  What we are looking for is why we should accept prin-
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ciples such as those.  On what basis do we build our theory?
For example, we may say that there is so much in the examples that

we could pay attention to that we will restrict our focus to only the
linguistic structure of certain kinds of sentences and whether those
sentences are true or false.  With some additional assumptions, we can
then develop classical propositional logic.4

In modeling moral judgments, we may say that what we will  pay
attention to in our experience is whether a sentence offers good advice
and how the division of those which are good advice and those which
are bad advice functions as does the division between true and false
claims.  Then with certain assumptions about how the role of human
capabilities are taken into account in deciding what is good or bad
advice, we can develop a theory of reasoning with prescriptive
claims.5

In formalizing rules for speaking grammatically, we may say that
we will look only at sentences and establish our standard for what is
grammatical by giving priority to tradition or to the speech of certain
especially revered writers.  That speech, we might say, is what we deem
to be grammatical.

These may be the same steps we would go through if we meant
such theories to be descriptive.  The difference occurs when the theory
we create has consequences that appear to contradict our data.

Evaluating prescriptive theories: consistency
As with descriptive theories, we derive consequences from our
prescriptive theories, and true (enough) ones help to establish a range of
application of the theory.  But what do we do when we encounter a
false or anomalous consequence?

For example, classical propositional logic classifies as true “If the
moon is made of green cheese, then 2 + 2 = 4,” which seems at best
anomalous.  Or we find that our ethical theory that endorses the Golden
Rule justifies the actions of a sadist who is also a masochist.  Or our
theory classifies as grammatical “That is something up with which I
will not put.”

For a descriptive theory we excise or explain away contradictions.
We do so because we believe that a descriptive theory should be

4  The development of classical propositional logic and other propositional
logics in this manner can be found in my Propositional Logics.
5  See “Reasoning with Prescriptive Claims” in this volume.
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consistent.  That imperative of rationality is apt because we believe
there is a world external to us (parts of ) which our theory is meant to
describe.  That world is coherent, out there, and if we use language
correctly no two contradictory claims can both be true.  Absolutely
fundamental not only in our theory building but in our notion of
rationality and in every part of our daily life is the assumption that if a
sentence is true or false, then it cannot be both , and that the false is the
opposite of the true.6

Thus, in evaluating descriptive theories we take as fundamental
criteria:

• The theory should be consistent.

• The consequences of the theory should be in agreement 
with whatever fundamental claims about our experience 
we believe are true.

We may say that the latter is modulo our senses operating correctly,
but part of the criteria for determining whether they are operating
correctly is whether they lead us to believe contradictory claims.

Do these criteria apply to prescriptive theories?
There may be reason to believe that our evaluative judgments are

coherent, that they will not lead to anomalies or contradictions.  But our
experience has been that they often do lead to anomalies and
contradictions.  Perhaps some or many judgments that are widely
accepted began as reactions to particular situations as they arose,
without thought about how to make them cohere with judgments that
had already been accepted in different situations.

In physics or biology we start with the assumption that what we are
modeling is not only independent of human mental activity but is “out
there” in a world that is coherent, consistent, and regular.  That
assumption may be wrong, but it governs all we do in descriptive
modeling.  It cannot govern what we do in modeling judgments about
value, about what we take to be right or wrong or how we should act, if
we do not take those to be descriptive.  We have good evidence of that.
Should we nonetheless adopt consistency as a fundamental criterion for
judging such a theory?

We devise theories that are meant to describe so we can understand

6  This is so even for formalizations of reasoning that seem to abandon such
assumptions, such as many-valued logics or paraconsistent logics, as I show in
Propositional Logics.
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and predict what is true of the world.  From that, and perhaps as our
original motive, we may learn how to act in the world so as to achieve
our goals.  But it is not the manipulation of the world that is the
criterion for accepting such a theory.  If we learn that the world is not
“manipulable” as we had hoped, we learn how to use our new
knowledge to manipulate it in other ways to achieve our goals.

For a theory that is meant to prescribe, understanding is not the
primary motive or point of the theory.  It is secondary: now we can
agree on what basis we should reason well, or act ethically, or speak
correctly.  Primarily, a prescriptive theory is meant to be a guide to
action.  If it is not consistent, then it will prescribe contradictory actions
which cannot both be done, which would make it useless as a guide to
action, at least in those situations.7  We would have no good motive
to adopt it.  For this reason we take as fundamental that prescriptive
theories should be consistent.

But then we cannot accept the criterion that our theories should not
contradict our experience.  Our experience here is our judgments of
what is good reasoning and what is bad, or what are ethical actions and
what are unethical, or what is grammatical speech and what is
unacceptable.  Some of those judgments, we know, are clearly
contradictory or else can be shown easily to lead to contradictions. 

To summarize, for prescriptive theories as for descriptive theories:

• We have to say what we are paying attention to.

• We have to enunciate general assumptions we take 
as fundamental.

• We require our theory to be consistent and not contradict
our experience.

However, for prescriptive theories:

• When we find a consequence of the theory that is false or 
anomalous, we can’t assume that the data—our original 
judgments—are correct.

For a prescriptive theory, when we derive a claim from our theory
that contradicts our experience, our original judgments, we have the

7   It is not clear, though, that from those contradictory prescriptions all other
prescriptions follow.  That depends very much on the particular logic we adopt.
See, for example, my “Paraconsistent logics with simple semantics” or the
presentation of relatedness paraconsistent logic in Chapter VIII of my
Propositional Logics.
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same options to modify or abandon our theory as we do for descriptive
theories.  But because we can’t assume that our data is consistent, we
have two further options.

•  We can say that our original judgment was wrong.  The
claim that we originally thought was true/correct/good we now
classify as false/incorrect/bad.  We do so because the
fundamental assumptions on which we based our theory seem
compelling, more fundamental than whatever (often inchoate)
reasons we have for saying that the claim is false.

•  We can say that the reasons for why we have adopted our
theory which yield this claim and the reasons we have for
rejecting the claim both seem correct, so that we appear to
have as good reason to act in accord with the claim as with its
contradictory.  In that case we have a dilemma, and if we
cannot resolve it, we say that we were mistaken in classifying
this particular sentence and its contradictory as claims, for
neither can be placed on only one side of the division into
what is true/correct/good or false/incorrect/bad.  We come to
this most reluctantly, for we want to have a guide to acting that
does not leave us with unresolved dilemmas, especially when
they seem to lie clearly in what we have taken to be the range
of applicability of the theory.8

Crucial to our evaluation of prescriptive theories is our ability to
trace the path of abstraction so that we can see what has been ignored in
our modeling and why the true/good/correct predictions serve to justify
our ignoring those aspects of experience.  Without that clear path of
abstraction and a clear statement of the fundamental assumptions we
make in constructing the theory we have no guide for whether to accept
the theory or abandon it in the face of contradictions with our less
fundamental or unanalyzed intuitions.

But some people disagree.

Axiomatic constructions of theories
Some people construct models syntactically.  They set out axioms and
say that those are what define the model.  They wish to avoid
metaphysical assumptions, eschewing a path of abstraction, in favor of

8  On the other hand, this is the preferred option for pyrrhonian skeptics for
not only prescriptive theories but descriptive theories, leading to ataraxia.
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what they say is the greater clarity of inspecting axioms.  Different
people may have quite different assumptions about why to adopt the
axioms yet still agree that the axioms are correct.  That we need not
agree on those assumptions is a virtue of this approach, they say.

Relevance logics, for example, have been constructed in this way.
What should we do, then, when one person says that “If dogs bark and
dogs chase cats, then dogs chase cats” is a failure of relevance, yet it’s a
consequence of the system?  Moral theories have been constructed in
this way by assuming axioms such as the Golden Rule.  What should
we do when it justifies that the sadist is good when she tortures since
she is also a masochist who likes to be tortured?

If we have arrived at the theory by a process of abstraction from
many examples, saying that this is what we consider important in them
and that not, then we can go back along that path of abstraction and see
if there is something in the examples that we have deemed unimportant
that in this new case—where the claim is wrong—is important.

But if the principles are stated as axioms without a semantic and
metaphysical basis, we have to begin to examine our metaphysical
assumptions so we can fill in that path of abstraction.  Or, fleeing
metaphysics, we tinker with the theory, modifying the axiomatic
principles so that they apply here but don’t apply there, saying that this
principle takes precedence over that example.  But then, as relevance
logicians and ethical theorists who give models (almost) entirely
syntactically find, we have no clear way to evaluate models.  We can
judge models only by their consequences, and, as with descriptive
models, that is wrong.9  

But again some disagree.

The method of reflective equilibrium
Some say we can and should judge a theory solely by its consequences
using what is called the method of reflective equilibrium.  Rather than
try  to describe it, I’ll quote at length from Rosanna Keefe’s book
Theories of Vagueness, which has been praised as a clear, mature
account.10

9  See “On Models and Theories” in Reasoning in Science and Matheamtics
in this series.
10  Diana Raffman and Stewart Shapiro say in a review of Keefe’s book:

Theories of Vagueness is an impressively erudite, thorough, well
argued, and well written book.  Keefe presents a lot of difficult
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Theorists should aim to find the best balance between preserving as
many as possible of our judgments or opinions of various different
kinds (some intuitive and pre-philosophical, others more theoretical)
and meeting such requirements on theories as simplicity.  And when
counter-intuitive consequences do follow, the theorist needs to be
able to explain why we are inclined to make those judgments that
their theory regards as erroneous.  . . . 

It is a holistic method: we assess a theory as a whole, by its
overall success, allowing counter-intuitive consequences in one part
of the theory for the sake of saved intuitions in another part.  I do not
assume that the best is good enough: it may be that no extant theory
of the relevant phenomenon preserves enough intuitions to be accept-
able, though I shall not now enter into the difficult question of how
good is good enough.   p. 38  [underlining added]

Theorists should be most reluctant to deny very widely held judge-
ments or those held among the experts thought most appropriate to
judge the matter in question. . . .  And they should have a similar
regard for those most deeply held, i.e. that we are least prepared to
revise.  There will also be intuitions and judgements that are particu-
larly important in the context, namely when giving a theory of vague-
ness.  Certain opinions which could be ignored in another context are
crucial because to ignore them would be to ignore a key factor bound
up with vagueness.  . . .

Given the described methodology, there is unlikely to be any
theory which can be conclusively defended: the strategy invites differ-
ent equilibria reached by choosing to retain different judgements and
justifying the sacrifices by emphasising different gains.  And apart from
showing a theory to be inconsistent, there will be no test which will
refute a theory by showing its incompatibility with certain apparent
truths—any apparent truth on which such a test would need to rest may
be denied if this is compensated for by those retained and by other
virtues the theory can boast.  In assessing some given theory, we should
determine the extent and range of judgements which it is forced to deny
to reach its equilibrium.  Controversy over the success of different
theories can then arise in at least three different ways.

First, there can be disputes about what is the relevant body of
opinions—whether some given opinion is really one that we must
attempt to save.  It may take a (carefully formulated) questionnaire 
to discover what the opinion of folks really are.  (And it must not be

material in a lucid and well-organized fashion, and her criticisms 
of other treatments of vagueness are largely on target.
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assumed that the corrupted views of the theorising philosopher reflect
the common view.)  Then, in some cases, two theorists can agree that
there is some relevant judgement that we should try to preserve, but
disagree over what its content is.  One theorist’s presentation of an
intuitive judgement can be seen by another as prejudiced by the
theory advocated.  . . .  [presents an example]

Second, even if there were agreement over what judgements
should be preserved, there could be disagreement concerning some
particular theory over which of those judgements it does and does not
preserve.  Determining the counter-intuitive consequences of a theory
is always a major part of its assessment.  And we must be cautious of
theories that appear to save the, or some of the, high-profile intuitions
(e.g. regarding the law of excluded middle) but that do so in a way
that requires the denial of a range of other lower profile, but equally
important, intuitions.

Third, if we are to have some theories in front of us, along with a
list of their counter-intuitive consequences, there could still be consider-
able disagreement over which of those theories provides the best fit for
our body of opinions and intuitions.  For it needs to be settled what
costs are incurred by denying particular judgements and what would
count as adequate compensation for denying them.  Different parties to
the debate will inevitably value different opinions differently and the
methodology does not solve these disagreements.  pp. 40–41

The method of reflective equilibrium is primarily a method of
evaluating theories.  It can, to a minimal extent, also figure in the
methodology of constructing theories of vagueness . . .  .  But
reflective equilibrium does allow theorists to come up with their
theory however they like.  (Though the merits of a methodology of
construction can only be judged by the success according to the
reflective equilibrium criteria of the resulting theories.)

There is, I suggest, no possible alternate methodology.  Theorists
may not be open about their search for a reflective equilibrium of the
kind described, but this merely results in them privileging certain
intuitions, opinions or considerations and ignoring others; it does not
reveal that they have a better methodology to hand or any way of
justifying their selection of the constraints that cannot be violated.  
The methodology I describe recommends assessing a theory on all 
the evidence available.  All we have to go on, apart from equally
inconclusive theoretical considerations already factored in, is
linguistic practice in the form of what we (speakers) say and believe
and how we reason.  My described methodology cannot ensure that
theorists take account of all relevant information, but stressing the



140      Prescriptive Models

absence of a unique, small set of over-riding constraints could
encourage better practice.

Finally, discussing her particular model of how to reason with
vagueness, she says:

We do not need a prior justification of the use of the apparatus
independent of the account it delivers.  p. 42

This method must be meant for judging and evaluating prescriptive
theories.  We do not accept a descriptive theory if we can deduce from
it claims that are false.  We do not weigh up whether it is better for a
chemical theory to predict that water freezes or to predict that lead does
not float.  Our intuitions and judgments are not the data in question in a
descriptive theory.

The method of reflective equilibrium says that we have to judge a
prescriptive theory by its consequences.  That is the entire thrust of
Keefe’s view, as is evident in the underlined part and the last quote.
The intuitions and judgments she says we must weigh are those that are
or could be consequences of our theory; they are not, on the face of it,
judgments and intuitions that stand behind the theory as a whole, such
as, for predicate logic, that the world is made up of things.  That’s clear,
in part, because she allows that theorists can make up their theories any
way they like, which includes the axiomatic method.  And in applying
the method to her own work on vagueness in her evaluations she does
not weigh any fundamental assumptions about the nature of the world
which would justify her parsing sentences in accord with the forms of
predicate logic.

In using this method, how are we to decide which judgments to
accept and which to reject?

It is disingenuous to suggest that we might use a questionnaire to
discover what ordinary folk think: except in grammer that is never
done.  The one study I know which does attempt it for logic shows just
how wrong philosophers have been in saying that their assumptions
reflect ordinary views.11

11   Arne Naess in  “Truth”  as Conceived by Those Who Are Not
Professional Philosophers debunks all the talk that philosophers make about
what the common notion of truth is, about what ordinary folks believe.  He does
a sociological experiment, questioning people about their views, and shows that
there is not only no unanimity but a huge variety of views of truth all held by an
equally small percentage of people he surveyed.
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To give priority to widely held authorities is a conservative
injunction which would have led to the rejection of the works of Boole,
De Morgan, and Frege in logic at their inception, and to the rejection of
the theories of the Epicureans or Moore in ethics.  In any case, there is
often greater dispute about who should be considered the generally
accepted authorities on logic or ethics or grammer than there is about
the particular judgments under consideration.  And if someone is
deemed such an authority, soon enough serious criticism is put forward
to try refute his or her judgments.

Nor is it a clear standard to say that we should give precedence to
judgments that we are least prepared to revise.  That would seem to be
an entirely subjective criterion, based on only a reluctance to revise our
opinions if we knew who the “we” are.

Keefe says that there is no alternate methodology.  But there is:
proceed by analogy and abstraction to create a clear path of abstraction
to the model.  The judgments and intuitions that are used are clearly
ordered in priority.  The grand assumptions that generate the theory as a
whole, clarified by the method of abstraction, are what we have to
accept or reject relative to the consequences of the theory which might
contradict particular judgments that we find acceptable/true.  We not
only have a clear scale of weighing judgments, we have a way to
modify the theory beyond tinkering with what amounts to a syntactic
presentation of the theory without any semantic underpinning.

Without basing our work on clearly enunciated fundamental
principles that we use to choose our axioms, we have no guide to
whether we should accept or reject a theory.

Let’s now consider these issues for grammatical theories, ethical
theories, and logics in turn.

Grammatical theories
A grammar book, such as the highly respected Understanding and
Using English Grammar by Betty Schrampfer Azar, may not have
(many) prescriptive claims.  It won’t tell us that it’s wrong to say “He
bringed me the book.”  It will just say that the past participle of “to
bring” is “brought” and that we form simple past tense sentences with
the past participle.  But the theory (rules) are nonetheless prescriptive.
They are not merely an attempt to describe how the language is used
most of the time—where are the statistical studies for that?  Most of us,
most of the time, don’t even talk in sentences.  It is because we do not
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universally follow these rules in our speech that they are prescriptive.
And they are prescriptive in that they prescribe, it is claimed, the best
ways to communicate.

Some say that the grammatical rules we have are descriptive of
some inherent grammatical capabilities we have in our brains.  Those
abilities determine the structure of our language.  The only access we
have to determining what those abilities are, though, is through our use
of language, just as platonists can discuss abstract propositions only
through sentences that represent them.  To get from such a descriptive
theory of what is to the rules of grammer which say what ought to be,
some general assumption is needed, perhaps that the best way to
communicate in this language is by respecting the grammatical
structures we are born with.  But that is hardly obvious considering how
well people communicate while not speaking grammatically.

It is an open question whether linguistic theories more generally
are meant to describe a language, or many languages, or all languages,
or whether they are really prescriptive despite the intentions of their
creators.12

Ethical theories
Some say that ethical theories are descriptive.  If so, what are they
descriptive of?  The usual answer is that they are or should be
descriptive of values that reside in the world, independently of our
judgments.

A platonist, for example, might say that value is there to be
discovered.  But how it is discovered, what access we have to eternal,
abstract truths about value is not clear.

Religious people might say that value is given to us by God,
independent of us but not abstract.

Naturalists might say that value is in the world but not abstract any
more than, say, colors are.

Traditionalists could say that value is in the world as given to us by
tradition.

On these views, if a consequence of a theory contradicts a claim
guaranteed by such an objective standard, then the consequence is
false—if we have indeed understood and codified our understanding of

12  See “Reasoning about the World as Process” in Reasoning and Formal
Logic in this series.  See also the section on confusing prescriptive and
descriptive modeling below.
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the values in the world.  Thus, women adulterers really should be
stoned—because the Bible says so.  The difficulty is only to learn how
to read the values of the world right, or to access plato’s heaven, or to
learn to hear God’s voice clearly, or to understand tradition correctly.

Being descriptive, consistency and agreement with base claims are
fundamental criteria for such theories, though for the religious both
seem to be questionable.  The only base claims are those of God or his
prophets.  Yet those may be contradictory.  That may be significant
because if two such prescriptions are true, we will be enjoined to act in
contradictory ways.  This we cannot do and we cannot accept, so we try
to resolve the contradiction by better understanding God’s word (“Did
He really mean that we should kill all cats?”).

If we take ethical theories to be descriptive, how can prescriptions
arise?  One way is if the claims of the theory are prescriptive.  One such
claim might be, “You should never kill anyone unless your life is
immediately threatened by that person.”  But some ethical theories do
not contain prescriptive claims.  Rather, they say what is good or just
and what is bad or unjust.  To get prescriptions from such a theory, we
have to add a prescription “You should do what is good or just and not
do what is bad or unjust.”

Now that we’ve seen a contrast to the view that ethical theories are
essentially subjective and prescriptive, let’s turn to how two scholars
have framed many of these issues for further comparisons.

Jonathan Dancy in “Moral epistemology” compares two views:

A particularist epistemology takes it that our first awareness is of
facts which are restricted to the particular case before us; we may
hope to move on from these later and come to grasp more general
truths, but we have to start with the particular case.  Philosophies 
of science are commonly particularist in this sense, for good reason.
A generalist epistemology holds that we first become aware of
general truths which we are then able to apply to particular cases as
they come along.  This approach is unconvincing in most areas, but 
it has gained many adherents in moral epistemology.  Many theorists
find themselves holding that we learn moral principles first, and that
there is nothing in a particular case that one could extract a principle
from; one has to learn it in other ways, directly.  p. 287

The particularist view is what I have described in terms of abstracting.
The generalist epistemology is compatible more with the view of those
who hold that there is an objective basis for our prescriptive models
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into which we might have insight without experience.
Dancy continues:

I turn now to particularist approaches to moral epistemology.  I start
with the views of W. D. Ross.  Ross held that what we learn first is a
feature that makes a difference to how we should act here.  . . .   Given
this entirely particular knowledge, however, we can immediately move
to something general.  For we recognize by a process called intuitive
induction that what makes a difference here must make the same 
difference wherever it occurs.  So we can learn the truth of a moral
principle from what we can see in the particular case; the principle 
is self-evident to us, since nothing more is necessary to reveal it than
what the present case contains.

Intuitive induction is perhaps an unfamiliar process.  Its use is
not however confined to ethics.  An example Ross gives is that of
discovering the truth of a principle of inference (modus ponens, say)
by seeing it in the soundness of one instance.  The soundness of the
inference “If he is here he’ll kill her: he is here: so he will kill her” is
one which reveals to those that can see it the soundness of the
principle “If p then q: p: so q” .  p. 288

But the problem remains: How can we see the truth of a principle from
just one instance?  We never have just one instance from which we can
see a fundamental principle.  Rather, we have a pattern of such
instances we have amassed over our lifetime, and when we look at a
particular instance, wondering for the first time why it is right, we can
sometimes, though very rarely, articulate a general principle such as
modus ponens.  In my experience it is rare for anyone to clearly
articulate a general principle that governs even one such instance, a
general principle that would guarantee the correctness/aptness/truth of
the instance.  Ask anyone why it’s correct to infer from “If you won’t
wash the dishes, I won’t take you to the movies” and “You didn’t wash
the dishes” to “I won’t take you to the movies.”  Most can’t even see
this as an instance of modus ponens.  And those who can, who have
thought about the forms of claims, are almost invariably inarticulate
about why that principle is correct.  It’s just correct, they say.  It’s only
a few who have thought more deeply about the subject who say that the
principle follows from some general principles of reasoning and truth,
seeing it as one instance of a more general pattern that includes other
instances.  And they, and I, are nearly inarticulate about why such a
deeper principle is correct/apt/true.  We can say only: that’s the
fundamental metaphysics we adopt; there is no ultimate justification of
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a metaphysics through reasoning.  It might seem that this is Ludwig
Wittgenstein’s view, as described by Dancy:

A different approach to the nature of moral justification would be to
use the ideas of Wittgenstein [On Certainty].  We could see certain
moral beliefs as “frame” beliefs which play in ethics the role played
in ordinary perceptual justification by such beliefs as “I have two
hands” and “The sun is a very long way away”.  These “frame”
beliefs are not justified but stand in no need of justification; they are
the things we appeal to in the justification of other beliefs.  Candi-
dates would be “All have equal rights” and “One should not torture
innocent children”.  This would give us something of the structure of
foundationalism but from a completely different perspective.  p. 290

But this is to take certain judgments as axiomatic, not developing a
semantic underpinning for our ethical judgments.

Jeff McMahan in “Moral intuition” gives far greater weight to
intuition than to theory.

It is instructive to consider how most of us respond when, on inquir-
ing into a particular moral problem, we find that a moral theory has
implications for the problem that clash with our intuitions.  Our
response is not to question how well grounded the theory is, on the
assumption that we should be prepared to acquiesce if we find that
the theory is well supported.  If the theory generates its conclusion
via a distinct argument, our tendency is to detach the argument from
the parent theory and consider it on its own merits.  According to 
R. M. Hare, for example, his universal prescriptivist theory of morality
implies that we should reason about the morality of abortion by
applying a variant of the Golden Rule: “we should do to others as we
are glad that they did do to us”.  When we discover that this principle
implies (according to Hare) not only that abortion is wrong (if other
things are equal) but also that remaining childless is wrong (again if
other things are equal), we do not go back to Hare’s earlier books to
check the arguments for universal prescriptivism.  Instead we under-
take an independent inquiry to try to determine whether and, if so, to
what extent it matters to the morality of abortion that, when an abort-
ion is not performed, there will typically be a person who is glad to
exist who would not have existed if the abortion had been performed.
That is, if we are serious about understanding the morality of abor-
tion, we will take seriously the considerations identified as relevant
by the theory; and we may be grateful to the theory for helping us to
see whatever relevance these considerations may in fact have; but we
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are generally not overawed by the fact that these considerations have
been identified as relevant by the theory.  Their provenance in the
theory fails to impress.  p. 98

Examples matter.  But the theory does, too, and it is prescriptive
rationally: If you believe this and this, if you accept such and so
assumptions, then you should accept the consequences of those
assumptions.  In particular, in such and so case you can see that if you
hold to those assumptions you’ll get a consequence that seems odd or
wrong.  Well, either you need to modify what you think of as odd or
wrong, because you hold those assumptions to be determinate, or else
you need to find some way to modify the theory, say by adding further
assumptions that differentiate the situation under consideration from
others that the previous assumptions classed as the same, or you say
that the theory was too far wrong in its consequences and abandon it.

As for McMahan’s example, I certainly would go back to Hare’s
theory and try to find out how he got such an anomalous result.  But I
would be willing to modify my view that the result is anomalous if I
were to find that his arguments for universal prescriptivism along those
lines were convincing.

It is not that moral intuition is not important or relevant, any more
than logical intuition or linguistic intuition is not relevant to studies of
logic or grammar.  It is that we owe it to ourselves to go as deeply as
we can in uncovering our implicit assumptions that govern our evalua-
tion of particular examples.  And once we uncover those assumptions,
we need to consider whether they are in fact what we do or should
accept.  One way is by testing them against further examples.  In doing
so we modify and clarify them, eventually building what McMahan
wants to consider only perjoratively: a theory.  But a theory is just a
codification of what we have discovered about how to proceed in our
reasoning in a subject.  I won’t disagree with McMahan that many
theories are inadequately grounded in our intuitions and, hence, that we
need concern ourselves not so much with the theory as the particular
argument.  But I do not draw the conclusion, as McMahan does, that
therefore moral theories are just stimuli to our own intuitions.

McMahan discusses other views, too.

Coherentist accounts of moral justification hold that a moral belief is
justified solely in terms of its relations, particularly its inferential
relations, with other beliefs.  It is justified to the extent that it coheres
well with a set of beliefs that together form a coherent whole.  By
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contrast, foundationalist accounts hold that some beliefs are self-
justifying—at least in the sense that they are justified independently
of their relation to other beliefs.  According to foundationalist
accounts, a moral belief is justified if and only if it is either self-
justifying or bears an appropriate inferential relation to a belief that 
is self-justifying.  p. 100

The coherentist view of moral justification is incoherent for the same
reason that the coherence theory of truth is incoherent.  The latter says,
roughly, that we should abandon the usual notion of truth as corres-
pondence or relative to some objective standard.  Claims are true or
false as they cohere with other claims in our general understanding of
the world.  Coherence is invariably explained in terms of consistency.
The claim A does not cohere with claims B, C, D, . . . if together they
are not consistent.  But then we have to ask what notion of consistency
is intended.  Invariably a particular logic is invoked, typically classical
predicate logic, but the same problem arises with any other.  Then we
must ask why we should adopt that logic as our standard.  Every logic
is either explicitly or implicitly based on some semantic analysis of
propositions.  Such assumptions are needed to give a justification of
both the propositions taken as axiomatic in the logic and the methods of
inference allowed.  But we cannot invoke coherence for justifying the
logic, because we need the logic to define coherence.  The coherence
theory of truth is an attempt to substitute a formal syntactical analysis
in place of a semantic analysis, with no justification for the syntactical
analysis.  Similarly, the coherentist view of moral justification gives 
no guidance for what claims we take as fundamental, nor what logic 
we should adopt in reasoning about moral judgments, while assuming,
without justification, that consistency in reasoning is the most funda-
mental of all judgments.13

McMahan then discusses the status of intuitions:

It seems implausible to regard our intuitions themselves as founda-
tional.  This seems to attribute to them too exalted a status.  While our
intuitions do seem to have a certain initial credibility, it seems exor-
bitant to suppose that they are self-evident or self-justifying.  We
recoil from the suggestion (advanced, as I noted earlier, by various
traditional Intuitionists) that intuitions are the unshakable basis on

13  It is a serious question what logical principles should be employed in
reasoning about moral judgments, as I discuss in the essay “Reasoning with
prescriptive claims” in this volume.
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which all moral knowledge rests.
There are, however, at least two ways of overcoming this ground

of reluctance to combine foundationalism with the Intuitive Approach.
The first is to recognize that a belief may be of the foundational sort
and yet be defeasible.  Suppose, for example, that sense perceptions
are the foundations of empirical knowledge.  Even if all empirical
knowledge is derived immediately from sense perceptions, it does not
follow that all sense perceptions are sources of empirical knowledge.
Some may be distorted, illusory, or otherwise erroneous.  And there is
no reason why the same may not be true, mutatist mutandis, in the
case of moral intuitions.  It is, of course, paradoxical to claim that a
belief that is self-justifying may actually be unjustified or mistaken.
But the idea that a belief is self-justifying is not meant to entail that the
belief is necessarily justified.  To say that a belief is self-justifying is
to say only that, insofar as the belief is in fact justified, it is not
justified by virtue of its inferential relations with other beliefs.   p. 101

But then we have the problem of how we distinguish between
good/true/reliable intuitions and bad/false/unreliable ones.  Either it is
because of some further intuition, or . . . what?  If you say we do it via
constraints on generality and consistency, that is putting the intution
that we ought to have generality and consistency at the foundation, and
how do we know that that intuition isn’t bad/false/unreliable?  Some
intuitions have to be admitted as completely self-justifying, or at least
we can only point, show, lead by example, help to obtain an insight to
convince someone of their rightness.  That is what the mystics, the
religious, the people of any “way” do, whether Catholic, Zen, or
Pyrrhonian skeptic.

The role of general principles is what McMahan discusses next.

But there is a deeper basis for trying to subsume an intuition under a
principle that is itself supported by its power to unify and explain a
range of intuitions.  This is that the process of achieving increasing
coherence among principles and intuitions facilitates the discovery of
one’s deeper values and also brings one’s surface beliefs about parti-
cular cases into alignment with those deeper values in a way that
reveals and illuminates the connections between them.  When one
seeks to formulate a moral principle that implies and illuminates
one’s intuition about a particular problem or case, one is in fact
groping or probing for one’s own deeper values.  The expectation 
that the principle will illuminate and explain the force of the intuition
assumes that the intuition is in fact an expression or manifestation, in
a particular context, of a moral belief that is deeper, more basic, and
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more general than the intuition itself.  One’s efforts to formulate the
principle and to revise and refine it in a way that brings more and
more of one’s intuitions within its scope are attempts to capture or
articulate some core moral belief in its full generality, to get its form
exactly right, omitting nothing, however subtle.  pp. 103–104

This is closer to the methodology I present; it holds equally for any
prescriptive model and for any descriptive model.  But for prescriptive
modeling there may be no core belief already there.  It may be that we
have a heterogeneous collection of particular intuitions that we try to
amalgamate by searching for a general principle, and the general
principle may not be one that we would have previously adopted but
adopt now only because it seems right as it unifies a lot—though rarely
all—of our particular intuitions.  Again, it seems that our intuition that
our reasoning, and the world, must be consistent takes precedence over
any other intuition we have.

Is logic prescriptive or descriptive?
I said suggested that logic is prescriptive.  But some say it is descrip-
tive.  If so, what is it descriptive of?

Logic can’t be meant to be descriptive of how people do reason,
for we know that people do not always or even usually reason as the
theories describe.  Nor are sociological or linguistic studies cited as the
basis of the modeling.  Yes, many studies have been made of how
people reason, but those are made to compare such reasoning to (often
unexpressed) standards of how to reason well.14

If logic is meant to be descriptive, then regardless of what notion
of proposition is assumed, regardless of how exactly the world is meant
to make propositions true, it is the world—independently of our
judgments—that makes them true or false, and that is meant not to
include our psychology or abilities in reasoning.

For example, the propositions (expressed by the sentences) “Ralph
is a dog” and “Ralph barks” are true or false.  Whether and how doesn’t
matter, nor how we might know that, so long as the standard is
objective and not subjective.  So consider:

(a) If Ralph is a dog, then Ralph barks.

14  For example, in How We Know What Isn’t So Thomas Gilovich analyzes
from a psychological perspective many errors of reasoning leaving completely
implicit the standards of good reasoning.
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What in the world makes this true or false?  
The phrase “if . . . then . . .” has many different readings in

English.  The classical logician says that the conditional is true if and
only if the antecedent is false or the consequent is true.  Then restricting
attention to only how propositions can be compounded using that
reading of “if . . . then . . .” and readings of  “and”, “or”, and “not” that
also depend on only the truth-values of the constituent propositions, he
arrives at classical propositional logic.

We don’t use “if . . . then . . .” that way very often, but that seems
OK if we’re interested in only whether the constituent propositions are
true or false.  But then it seems we’re modeling not just what makes
propositions true or false, but properties of propositions.  In that case,
what we consider propositions to be does matter.

No, it could be said, we are paying attention to how we do or can
use our language only to investigate whether certain propositions are
true or follow from others.  Still, this seems very different from
chemistry, where the theories are about the world and not about how we
talk about the world.  A language is chosen to talk about the world, but
it itself is not under investigation.

Well, it might be said, chemical theories incorporate or are built on
our logical theories, so they do talk about the nature of propositions,
too.  It’s just that the decisions about what to pay attention to in our talk
is held in the background, assumed as already long-settled.

Or it could be said that we are investigating not how we talk about
the world, but how propositions can be combined and related indepen-
dently of us, which we confusedly pick out with various phrases in
English.

But why should we focus on this way of interpreting “if . . . then . .
.”?  It’s because we want to learn what is true or false about the world,
what follows from what.  But that desire is not part of the theory, any
more than a desire to be able to manipulate people is part of a
psychological theory.  We simply choose one way to interpret “if . . .
then . . .” and the relation among propositions that it invokes is what
determines whether a compound proposition such as (a) is true or false.

Now consider:

(b) If Robin Hood had been German, then he would have spoken 
Armenian.

This is deemed true on the classical interpretation of the conditional
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since the antecedent is false.  Yet we all feel that’s not right.  Surely,
we think, (b) is false.

But if logic is descriptive, it isn’t whether we think that (b) is false:
it’s not our judgments that are determinate here.  It has to be that in
reality, against some objective standard, (b) is false.  What is that
standard?

It is one that takes account of more of the world than does classical
propositional logic.  In evauating (b) we consider the evaluation of “if .
. . then . . .” to depend in part on how the constituent propositions could
be true or false, that is, possible ways the world could be.  To show
why classical propositional logic incorrectly evaluates (b), why (b) is
outside the scope of classical propositional logic, we take account of
what was ignored in classical predicate logic.  Possibilities, regardless
of your notion of proposition, are on this understanding in the world,
not just how we conceive of the world.  We said that “if . . . then . . .” is
ambiguous, and this is another way to read it, one that amplifies the
classical interpretation.

What then of: 

(c) If the moon is made of green cheese, then 2 + 2 = 4.

On the classical interpretation, this is true.  But some disagree, saying
it’s false because the antecedent has nothing in common with the
consequent.  They invoke some notion of subject matter or relevance in
their evaluation of conditionals.  If those are properties of propositions
independent of our judgments, then a system we build that takes
account of those properties is descriptive.  If they are subjective, and
our reason for rejecting (c) is suhjective, then proponents of the view
that logic is descriptive have to say that whatever system we build that
is based on an interpretation of conditionals that takes such properties
into account simply isn’t logic.  It might be classified as a way to
amend classical propositional logic to make it more useful in our lives,
part of the pragmatics of belief, but that is not logic.

The same issue arises with much of the rest of the traditional scope
of logic: arguments, causal inferences, explanations, prescriptive
reasoning, and more.  For the analysis of those to be understood as
descriptive, it is essential that probabilities—the likelihood of a
proposition being true given a specific way the world could be—must
be in the world completely independent of us.  It doesn’t matter that we
can’t easily or even perhaps ever determine them, any more than it
matters whether we can determine how many stars there are in the sky
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for us to say that “There are an even number of stars in the sky” is true
or false independently of us.  If, on the other hand, the evaluation of an
inference as strong or weak, of a causal inference as correct, or of an
explanation as good depend on some subjective evaluations, then the
descriptivist would have to say that those parts of the traditional scope
of logic are not logic.  They are about giving rules for arriving at
beliefs, perhaps a pragmatic expansion of logic, but not logic.  The
logician who conceives of logic as descriptive must either find much of
what seem to be subjective standards to be really objective or else
narrow the scope of logic considerably.  

If a logic is meant to be descriptive, then whatever prescription
there is to reason in accord with it must be outside the system, added to
it.  The system or systems describe the world correctly, and so if we
reason in accord with them we will (more likely) arrive at correct
descriptions of the world.  Hence, we should reason in accord with the
system so that we will (more likely) arrive at correct descriptions of the
world.

The prescriptive view of logic, at least as I have adopted it in
developing analyses of much of not only formal logic but the traditional
scope of logic, starts in the same way as the descriptive approach.15

We decide what we are going to pay attention to in the world.  But part
of that is how we talk and reason.  We pick out certain ways of talking
as important or apt because that will help us reason to (what are more
likely) truths and will give us clearer standards on which to base our
beliefs.  The prescriptive motive is there from the start.

Then we establish general principles relative to what we are paying
attention to, whether that is how the world is made up of things, or how
we conceive of subject matter, or how we understand vagueness, or
how likely we consider a proposition to be true.  Those may be more or
less part of the world independent of us, but our abilities and limitations
are considered in determining how we incorporate them into our
theories.  There is no fact of the matter about whether (a), (b), or (c) are
true.  That depends on what we pay attention to in both the world and
our speech, and that depends on why we are paying attention.  You
might say that the subjective element only arises in choosing which
theory to employ.  To fully engage the entire tradition of logic, or even

15  Propositional Logics, Predicate Logic, Classical Mathematical Logic,
Five Ways of Saying “Therefore”, and this series of books Logic as the Art
of Reasoning Well.



Prescriptive Models   153

the scope of formal propositional logic, we need to consider subjective
evaluations.  Perhaps there is just one or a few formal logics that are
fully descriptive along with a small part of the rest of the traditional
scope of logic.  The rest, then, whether we call that logic or not, uses
the same methods but subjective standards.

I am concerned with the large scope of logic.  Perhaps part of that
is fully descriptive, having prescriptive effect only because of our
motive to choose to use the system in our reasoning, while all the rest
amounts to formal or informal prescriptive theories.  Or perhaps all are
prescriptive theories, depending on how we conceive of truth and the
world.  Regardless, logic is, or at least is the basis of, the art of
reasoning well.

Confusing prescriptive and descriptive modeling
Not recognizing the distinction between prescriptive and descriptive
modeling can lead to problems in creating and evaluating theories.

Terence Parsons in “The logic of grammatical modifiers” says:

[This paper] is an attempt to associate a semantics with English by
first developing the semantics in a formal manner, along the lines of
recent work in intensional logic, and then associating the resulting
semantics with English sentences via an explicit translation procedure
from English into the formal system.  p. 320

Almost immediately thereafter he says:

How are we going to analyse phrases like “x drives slowly”?  We
cannot refuse to analyse this into parts, for the parts contribute to its
logical form, and they should ultimately figure in an analysis of
inferences like: x drives slowly/ [therefore] x drives.  p. 321

If Parsons is giving a theory of semantics for natural language, then
his project is to give a descriptive model, unless he places himself in
the role of grammarian decreeing how people should talk.  Yet to base
his theory on observations about logical form is to rely on a particular
logic.  If that logic is prescriptive, it’s not clear how it can be used as
the basis of a descriptive theory.

It appears, though, that Parsons thinks that logic is a descriptive
science.  In Events in the Semantics of English he takes first-order
predicate logic, apparently the classical version, as his starting place
before giving a formal theory of semantics that extends it.  He views
that logic as a description of truths, where he says events make claims
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true or false.  Underlying all of predicate logic, however, is the
assumption that the world is made up of things.   Parsons goes further
than that and seems to assume that the world is made up of only things,
for he excises all use of verbs, replacing them with talk of events.
Thus, he is no longer on the path of abstraction of classical predicate
logic, for he has asked us to assume that there is something more in the
world than we had been paying attention to, what many of seriously
doubt exist: events.  But he does not try to get us to accept the reality of
events as a given prior to his theory, as an underlying metaphysical
assumption that generates his theory.  Rather, he says,

I do not cite these results as evidence for the theory, or even as
philosophically desirable consequences.  The evidence for the 
theory lies in its ability to explain a wide range of data better 
than other existing theories.  The existence and nature of events 
and states are by-products, in the same way that the symmetry of
space and time are by-products of investigations in physics.  p. 146

He believes that we can judge a theory by its consequences.  But all that
true (enough) consequences of a theory can show us is the range of
application of a theory.16  They cannot justify the metaphysical
assumptions on which the theory is based.  His comparison to physics is
spurious: it isn’t the symmetry of space and time that should be
compared to whether events exist, but the existence of space-time.

If Parsons takes logic to be descriptive and useful as a basis for
describing semantics of natural languages, it is odd that he presents no
psychological studies that relate how people actually understand
ordinary sentences in terms of events—not how they could, but how
they do.  The only other option I can see is to say that meanings are
abstract objects or at least quite independent of us, and his theory is
about how ordinary language relates to those, unbeknowst to speakers
of the language.  We speakers would have no idea at all what we mean
with our utterances unless we were to read his works.

Conclusion
Every theory is prescriptive : If you accept the assumptions of the
theory, and you accept the methods of reasoning used in the theory,
then you should accept the consequences of the theory.  Some theories,
however are prescriptive in a further way: Either the claims they

16  See “Explanations” in Cause and Effect, Conditionals, Explanations.
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investigate are prescriptive or the theory as a whole is meant to be
prescriptive, setting out how we should proceed or what our standards
are.

Prescriptive theories are distinguished from descriptive ones in that
the data is not assumed to be objective but consists of subjective
evaluations.  Those evaluations serve to establish a dichotomy that can
be treated as a true-false division.  The method of constructing such
theories is the same as for descriptive theories.  In particular,
consistency is a basic requirement, for without that the theory would
prescribe both to do and not to do, giving no guide at all.

The evaluation of prescriptive theories, differs, however, for it
need not count against the theory that a consequence contradicts the
data, that is, our original judgments.  What we are modeling may not be
consistent.  Going along the path of abstraction of the theory we can
better determine whether the assumptions used to generate the theory or
our original judgments should take precedence.

Debates about whether grammer, ethics, and logic are prescriptive
or descriptive can be better understood in light of this general
methodology.
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“He’s just irrational to say that.”  “She’s acting irrationally.”  “That
tribe holds irrational beliefs.”  “Scientists are eminently rational, and
the perfect scientist would be the perfectly rational person.”

Many discussions of reasoning and descriptions of people or
peoples invoke some notion of rationality.  It would seem that such a
notion is central to those discussions.  Yet rarely is “rational” defined 
or explained.1

Beliefs
Rationality is connected with beliefs.  Even when behavior is deemed
rational or irrational, it is because of some relation the behavior has to
beliefs.  There are at least three broad notions of belief that lead to
different notions of rationality.

Conscious belief: a consciously held attitude to a claim
A conscious belief is that someone (or something?) thinks, consciously,
that a particular claim is true.  So right now Desidério Murcho believes
that Cedar City is in the United States (I just asked him).3

Even assuming that a person continues to hold once-conscious
beliefs, a person can hold only a small number of them.
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Nonlinguistic belief
If we wish to ascribe belief to, say, dogs, then, since we have no
evidence that dogs have a language or any notion of claim, we must
understand belief in some other sense.  It is unclear to me what exactly
that other sense is.3

Such beliefs are typically inferred from the behavior of animals,
but it is not clear whether there must be something more than the
behavior to count as a belief.  Perhaps a disposition to a behavior of a
certain kind is meant.  But typically those who discuss such beliefs
speak of the thoughts of the animals.4

It is not clear that there are nonlinguistic beliefs.  Some say there
are not.5  In any case, they would not be connected to reasoning in any
straightforward way.

Dispositional beliefs
If someone says that he or she believes a claim, then we have good
evidence that they would assent to that claim in the future, barring 
new circumstances they encounter that might make them change their
mind.  So we would have good evidence that a person has a particular
dispositional belief, too.

On the other hand, let us call someone’s dispositional belief that is
not and has never been a conscious belief of that person a purely
dispositional belief.  Are there purely dispositional beliefs?

The only evidence we have for them is behavioral, since we cannot
introspect them: once we think of the claim, the belief is conscious.
That is, one can ascribe a particular purely dispositional belief only to
other people, not to oneself.  One might, though, say of oneself, “I have
purely dispositional beliefs, I just can’t point to any particular one.”
But we would know that about ourselves only by inferring from our
past behavior or from a similarity of ourselves to others to whom we
ascribe dispositional beliefs.  Indeed, we think that a person can hold 
an infinity of such beliefs, limited only by their complexity and the
fertility of our imagination in ascribing beliefs to someone who has
never thought of them.

Let’s now examine different notions of rationality corresponding to
these distinct kinds of belief.
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Conscious rationality for reasoning
I take it that if someone recognizes that an argument is good, then it is
irrational for him or her to believe the conclusion is false.6

But is it rational to believe an argument is good and suspend judg-
ment on the conclusion?  Such skepticism should be applied thoroughly,
not just to the conclusion.  If one accepts that there is good reason to
believe the premises of an argument, and that the argument is valid or
strong, and that the premises are more plausible than the conclusion,
then there is no room left for skepticism about the conclusion.7  If one
were to say that strong rather than valid arguments leave room for
skepticism about the conclusion of an argument whose premises we
have good reason to believe, then strong arguments are not good by 
that standard.  So I propose the following.
_______________________________________________
The Mark of Irrationality for Reasoning   If someone recognizes that
an argument is good, then it is irrational for him or her not to believe
the conclusion is true._______________________________________________

This is a mark we can use, for we can inquire of someone whether
he or she thinks an argument is good and whether he or she believes the
conclusion.8

We have a necessary condition for conscious rationality for
reasoning, or simply rationality.  I suspect it is also sufficient.  Note
that if this is all there is to rationality, then we cannot say of someone
that he or she is rational, but only rational with respect to a particular
piece of reasoning.  Someone may be said to act rationally or irration-
ally at this time.  For a person to be “perfectly rational,” he or she
would always accept conclusions of arguments that they recognize 
as good.9

Still, “rational” is often used in other ways.10

Irrational  ≠  ignorant
If someone doesn’t know that some claim is true, and he can’t supply it
in some reasoning, that does not mean he is irrational.  If we wish to tie
rationality to what one should know, then there would be no clear
standard of rationality.  “But everyone knows that!”  Are you sure?
Just how much common knowledge is to be assumed?
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Irrational  ≠  poor reasoner
Can someone who does not use our logical standards be said to be
irrational?  As A. J. Ayer says, “A rational man is one who makes a
proper use of reason.”11

But then the intuitionist mathematician can claim that all classical
mathematicians are irrational.  And vice-versa.12

Further, few if any of us reason more than rarely according to a
clearly enunciated logic.  For one thing, a lot of the reasoning we do
every day cannot be formalized in a logic that has clear standards.13

If we are to say that anyone who does not reason as we do is
irrational, then all Pyrrhonian skeptics are irrational.  They suspend
judgment about the bases of logical systems, the claims that are needed
to justify why a particular logical standard is correct/should be adopted.
They, it seems to me, are not irrational.  Someone who is not willing to
take a claim on faith is not irrational.

Irrational  ≠  stupid
But can’t we say that someone who is stupid, who can’t master the
fundamentals of reasoning, acts irrationally?

I cannot see how to differentiate a stupid person from one who
does not accept our logical standards.  To the justification of intuition-
istic logic, the child, the stupid person, the classical mathematician, and
the Pyrrhonian skeptic will all reply, “I just don’t get it.”

Are dogs irrational?
By the mark of irrationality I propose, we cannot say that dogs are
irrational.  Dogs do not reason according to arguments, or at least we
have no reason to believe that a dog ever accepts an argument as good.

So dogs have no (apparent) logical standards.  They are like stupid
people or Pyrrhonian skeptics.  Shouldn’t we classify them all as
irrational?

Rationality then would be a global attribute of a person or creature:
the ability to reason, not just in relation to a particular piece of reason-
ing.14  Should we then accept as rational anyone who has a clear
standard of reasoning, no matter how bizarre?  But why not then accept
as rational someone who reasons bizarrely by our standards, but who
has never reflected on his or her standards of argumentation?  Do only
good logicians reason rationally?  Or are we to say that only people
who reason and behave as we do are rational, even though we don’t
always reason perfectly?
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Best, perhaps, is to say that “rational” and “irrational” apply only
to creatures who use language.15  Dogs are not irrational; they are
arational.16

Irrational  ≠  crazy
Perhaps we could classify someone as irrational who does not believe
his own experiences.  He sees the sun rise and asks an authority if it’s
daytime.  He asks his wife if the dog that comes to him at the door is
their dog.  Such a person isn’t irrational; he’s just crazy.

Irrational  ≠  inconsistent
Can’t we say that someone who consciously holds inconsistent beliefs
is irrational?  Certainly, but what does the word “irrational” add to our
analysis of the person’s beliefs?  Nothing that I can see.17

The following principle summarizes how I believe rationality can
enter into the analysis of someone’s reasoning.
_______________________________________________
The Principle of Rational Discussion   We assume that the other
person with whom we are deliberating or whose argument we are
reading:

•  Knows about the subject under discussion.

•  Is able and willing to reason well.

•  Is not lying._______________________________________________

If the person does not satisfy these conditions, he or she is not
“playing by the rules,” and our analysis of his or her reasoning can only
serve to demonstrate that.  This is the best definition of rational
discussion I can formulate: one in which all participants satisfy this
principle.  We explicitly make clear that reasoning well is by our
standards.  When this principle is violated, it seems clearer to me to say
that the conditions for rational discussion are not in place than to say
that the other person is irrational.18 

We cannot reason to all of our beliefs.  People have taken a great
deal as basic in the past, and they do now, that to most of us seems
silly, superstitious, or just plain false.  But that doesn’t mean they’re not
basic for those people; basic does not imply true.  Those people are not
irrational, however, unless they persist in their belief in the face of good
evidence to the contrary that they accept as good evidence.  What we 
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can say, though, is that they do not satisfy our Principle of Rational
Discussion.

Conscious rationality for behavior
There is one way in which conscious belief is strongly connected to
behavior.  A prescriptive claim  is one that says what someone should
or should not do.19  For example, “Dick should close the window,”
“You should not torture children,” “No one should keep a cat as a pet.”
But just because you should do something, even if you believe you
should do it, does not mean that you actually do it.
_______________________________________________
The Mark of Irrationality for Prescriptions   A person is irrational 
to believe a prescription and to act consciously in a way that he or 
she knows is incompatible with it._______________________________________________

This, too, is a mark we can use, for we can inquire of someone
whether he or she believes a particular prescriptive claim and recog-
nizes that he or she is acting inconsistently with it.20

Note that since this mark is for conscious rationality, the person
has to know that he or she is acting in a way that is incompatible with
their consciously held belief.  For example, someone might believe
“You should not harm dogs” and yet give her puppy a square of
chocolate every day.  Unless she is aware that chocolate is harmful to
the puppy, she is not acting irrationally.21  Thus, this notion of
rationality depends on the notion of rationality for reasoning since it
requires of someone that he or she recognizes an inconsistency.22

Dispositional rationality
This is rationality that we ascribe to others based on our observations of
them in terms of their dispositional beliefs.  Those beliefs must include,
if we are to analyze them, a dispositional logic as well as dispositional
or conscious goals.23

Though our analysis of others’ actions must assume they hold an
underlying, certainly (in part) unconscious logic in order for us to make
some sense of what they do, we need not assume the person is actually
reasoning.  Indeed, if the person is reasoning, then it is conscious
rationality that is at issue.

What many discussions of dispositional rationality seem to focus
on is whether the person is consistent in his or her dispositional beliefs 
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(and goals) as inferred from his or her actions, and whether the person
acts consistently with his or her beliefs.  I think that what is meant is
that the belief we infer from the person’s most recent action is consis-
tent with the other dispositional (and conscious) beliefs we ascribe to
him or her.

I prefer to say, then, that the person appears to be acting
inconsistently with his or her beliefs or, for short, the person is
apparently acting inconsistently, since this notion of dispositional
rationality is so tenuously linked to reasoning.24

But typically authors say that a person acts rationally if his beliefs
are “by and large” consistent or are consistent “for the most part.”25

This seems like saying my computer is more or less on, or an argument
is more or less valid.  Consistency is absolute, there is no “more or
less” to it.  Perhaps what would serve here is that a particular disposi-
tional belief is apparently consistent with the few other dispositional
beliefs we are paying attention to and ascribe to the person.26

Some say that a person is acting irrationally when he or she does
something that seems to be not in his or her best interests.  That word
“seems” is crucial, for it seems to us that he or she is not acting in his
or her own best interests.  But that does not mean that he or she shares
our premises or our standards of reasoning.  It is difficult to supply
missing premises when we do not have the arguer with us to confirm
our choices.27  It is much more difficult to supply whole arguments for
someone who is simply acting.

Often people speak of “apparently irrational beliefs” when they
mean the beliefs apparently are not founded on good reasons.  That is,
the person could not give a good argument for his or her belief.  But if
that is the standard of irrationality, then almost all of us, almost all the
time, would be irrational.  Alternatively, we might understand it to
mean that we cannot give a good argument for the person’s belief,
based on the other beliefs we attribute to him or her, which would have
to include their ability to reason well.  And that tells us more about our
understanding of the other person than about the other person’s ability
to reason or hold well-founded beliefs.28

Conclusion
I, too, would like to label some people I know as irrational based on
what they do.  After all, I am quite rational, and it always surprises me 
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how irrational others are and how often I have to say to them, “Be
rational: Agree with me.”  But to differentiate that from simply labeling
them “stupid” or “bad reasoner” (or just not liking what they do), I
should be able to state: 1. A minimum level of knowledge,  2. The
norms of reasoning that I accept, and 3. Rules for how to infer not only
beliefs but what forms of reasoning a person is using based on what he
or she does.  That seems very hard.  And in the end, the label “rational”
or “irrational” seems to add no more to such an analysis than a value
judgment.29

This is not to deny the importance of our daily attempts to under-
stand others by ascribing beliefs to them.  And often enough we have
practical success.  But nothing in that success requires or is made
clearer by adding the label “rational.”
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Appendix:   Irrational emotions
“Zoe has an irrational fear of spiders.”

We hear comments like this all the time.  What does it mean?
If “rationality” in this case has something to do with reasoning, then it

must mean that Zoe doesn’t have a good argument for being afraid of spiders,
or at least can’t recognize that she has no good argument.  She just gets afraid
of them whenver she sees them, however harmless they are and however easy 
it would be to swat them with a newspaper.

Or perhaps it means that Dick has told her patiently, time and again, that
there’s no good reason to be afraid of spiders.  He’s given good arguments
against being afraid of spiders, and Zoe even recognizes that they’re good, so
she believes that she shouldn’t be afraid of spiders.  But she’s still afraid of
them.  So, it seems, she has the Mark of Irrationality for Prescriptions.

But this is to suppose that Zoe has the ability not to be afraid of spiders.
She should be not afraid, and with that “should” comes “is able to.” 30  Yet
that is exactly what doesn’t happen with Zoe: it’s not under her control.  She
just gets afraid, wildly afraid.

Emotions are not under our control, or only loosely so for mild emotions.
Perhaps we can train ourselves, with great effort, not to have a certain kind of
emotion in a particular situation, like the young man who learns not to feel joy
when he sees a girl he loves who rejected him because he’s found it leads to
unhappiness later.  But strong emotions “grip us,” we are “in the sway of”
them, we are “carried away” with them.31

Zoe may have no justification for her fear of spiders.  She may have seen
good arguments that show spiders are no danger to her, and she even acknow-
ledges that they are good arguments.  But for this to justify our calling her
“irrational” it must be that she is able not to have the emotion in those circum-
stances: whether to have the emotion or not has to be under the control of her
reasoning abilities.  And that is exactly what isn’t the case.

Anyway, it’s more likely that Zoe looks at Dick’s argument and says it’s
not good: all Dick has shown is “There is very little, almost no chance of being
hurt by a spider here.”  That little chance is enough for her, as she says, “There
can never be an excess of caution in avoiding spiders.”  She is valuing the goal
of avoiding spiders much more highly than Dick does.  Her aims and the values
she places on them have to be factored into her evaluation of “You should not
be afraid of spiders.”

It doesn’t seem that “rational” or “irrational” as epithets concerning
reasoning apply to people having emotions.  At best we can say that having a
strong emotion such as Zoe being afraid of spiders is not a feeling or action that
Zoe can control with her reasoning.  But that doesn’t say much.  Any time we
have a strong emotion, we can’t control that by reasoning.  We don’t reason to 
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our emotions, we just have them.  We can best describe the situation with Zoe
as: Zoe is afraid of spiders, and she doesn’t have any good reason to believe
they are really harmful to her.  Adding “irrational” to that description hardly
improves it.

The heart has its reasons that reason surely does not know.—Blaise Pascal
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NOTES

1.  For example, Michael E. Bratman in Intention, Plans, and Practical
Reason uses rationality as a key concept in his analysis of intentions and
planning:

My intention must somehow influence my later action; otherwise
why bother today to form an intention about tomorrow?  It will be
suggested that, once formed, my intention today to take a United
flight tomorrow will persist until tomorrow and then guide what will
then be present action.  But presumably such an intention is not
irrevocable between today and tomorrow.  Such irrevocability would
clearly be irrational; after all, things change and we do not always
correctly anticipate the future.  But this suggests that tomorrow I
should continue to take the United flight only if it would be rational
of me then to form such an intention from scratch.  But then why
should I bother deciding today what to do tomorrow?  So it seems
that future-directed intentions will be (1) metaphysically objection-
able (since they involve action at a distance), or (2) rationally objec-
tionable (since they are irrevocable), or (3) just a waste of time.  p. 5

But nothing in this passage or later in his book makes clear what notion of
rationality (among the many considered in this paper) he is invoking.

2.   See “Reasoning with Prescriptive Claims,” pp. xx–xx in this volume for a
definition and discussion of the notion of claim.

Such beliefs are sometimes called “occurrent beliefs,” though Ronald De
Sousa in “How to give a piece of your mind: or, the logic of belief and assent”
distinguishes those two notions.

3.  Norman Malcolm in “Thoughtless brutes” says animals have beliefs.  Others
disagree, and there is little consensus in this area.  See Gabriel Segal “Belief
(2): epistemology” for a discussion and survey.  Ronald De Sousa in “How to
give a piece of your mind” says:

In reporting someone’s beliefs in indirect discourse our latitude is
limited by the canons of acceptable paraphrase; but in the case of
animals and infants, it is limited only by explanatory or descriptive
purposes for which the ascription is made.  And this is not due to the
limitations on our access to the beliefs of dumb creatures, but to the
fact that they do not have specific beliefs.  Only sentences can specify
beliefs, and a belief need not be specific at all until it has been
formulated.   pp. 61–62

4.  But see Jonathan Bennett Rationality.  Another kind of nonlinguistic belief
is suggested by others who take beliefs to be abstract propositions, thoughts, or 
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sets of possible worlds.  Those are then correlated in some manner to the
thoughts of persons or things.   See, Michael Tye “Beliefs (1): metaphysics” for
a summary of various views.  For the discussion here it will be enough to pay
attention to linguistic correlates of those kinds of beliefs.

In “Language, thought, and meaning” in Reasoning and Formal Logic 
in this series I set out a conception of thought that can apply to animals.  See
also “Subjective claims” in The Fundamentals of Argument Analysis for a
discussion of attributing thought to animals.

5.  See Donald Davidson, “Rational animals”.

6.  An argument is a collection of claims, one of which is designated the
conclusion and the others the premises, that is intended by the person who sets
it out to convince someone (possibly him- or herself) that the conclusion is true;
see section A.5 of “Reasoning with Prescriptive Claims.”

7.  These are the conditions for an argument to be good that are discussed in
Section A.5 of “Reasoning with Prescriptive Claims” and developed in The
Fundamentals of Argument Analysis.

8.  Compare the analysis of rationality by Robert Nozick in The Nature of
Rationality:

I shall propose two rules to govern rational belief: not believing any
statement less credible than some incompatible alternative—the
intellectual component—but then believing a statement only if the
expected utility (or decision-value) of doing so is greater than that 
of not believing it—the practical component.  p. xiv

Even if credibility is allowed to depend on what can be arrived at through
reasoning, this is weaker than my standard: it would allow for one to suspend
judgment on the conclusion of an argument that he or she deems good.  The
second part of his definition is discussed below.

Alternatively, we could take the mark of irrationality to be that someone
recognizes an argument is good but believes the conclusion is false.  That
would implicitly require that it is irrational both to believe a claim and not
believe it.  Since at least Aristotle this has typically been subsumed under 
“It is irrational to believe both A and not-A.”

One could also define a person to be semi-irrational if he or she recog-
nizes that the only argument(s) he or she has for a claim are weak, yet still
believes the claim.  But the person may have good motives to believe the claim
and not be able to verbalize them.

One colleague suggested that what I take to be the mark of irrationality is
meta-irrationality: first you rationally recognize an argument is good, then you
irrationally reject it.  “Just plain irrationality is not recognizing that a good
argument is good in the first place.”  I consider that below.
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9.  Roy A. Sorensen in “Rationality as an absolute concept” takes rationality to
be defined in negative terms: the absence of certain kinds of irrationalities.
This is what I do in defining rationality as the lack of the mark of irrationality,
though my Principle of Rational Discussion below sets out positive criteria, too.
Sorensen’s notion of what vices must be avoided to be rational, however, seems
similar to defining “fallacy” in terms of lists of fallacies without an underlying
analysis of the concept.  For example,

An irrationality is an inefficiency in this system of rules [of thinking]—
a bad belief policy.  We achieve the goal of getting true beliefs and
avoiding false ones by accumulating and processing information.
Although a rational man’s hunger for new information is limited by 
its costs, he does gobble up cheap relevant information.  A worried
picnicker who refuses to check the weather report is irrational because
he is giving up a golden opportunity to get germane news.

I think that it is better to label such a picnicker “willfully ignorant” rather than
“irrational.”

10.  What follows is not meant to be an exhaustive list of views of rationality.
For example, John Kekes, “Rationality and problem solving,” p. 266, says that
it is theories that are rational:

A theory is rational if it provides a possible solution to the problem
the theory was meant to solve, and it is irrational if it fails to do so.

Kekes is discussing something interesting, but not, it seems to me, rationality.
For a survey on rationality, especially in relation to relativism and the possibil-
ity of translation, see Stanley Jeyaraja Tambiah, Magic, Science, Religion,
and the Scope of Rationality, especially Chapter 6, and M. Hollis and S. Lukes,
Rationality and Relativism.

11.  Probabiilty and Evidence.  The quote continues, “and this implies, among
other things, that he correctly estimates the strength of evidence.”

12.  See Carnielli’s and my Computability for a comparison of the views of
intuitionist and constructivist mathematicians versus classical mathematicians.

13.  See, “The metaphysical basis of logic” in Reasoning and Formal Logic
and the essays in  Cause and Effect, Conditionals, and Explanations, both in
this series.

14.  Donald Davidson, “Incoherence and irrationality,” believes that there are
some universal standards of reasoning by which anyone could be judged,
objectively, to be irrational:

It does not make sense to ask, concerning a creature with proposi-
tional attitudes, whether that creature is in general rational, whether 
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its attitudes and intentional actions are in accord with the basic
standards of rationality.  Rationality, in this primitive sense, is a
condition of having thoughts at all.  The question whether the
creature “subscribes” to the principle of continence, or to the logic of
the sentential calculus, or to the principle of total evidence for
inductive reasoning, is not an empirical question.  For it is only by
interpreting a creature as largely in accord with these principles that
we can intelligibly attribute propositional attitudes to it, or that we
can raise the question whether it is in some respect irrational.  We see
then that my word “subscribe” is misleading.  Agents can’t decide
whether or not to accept the fundamental attributes of rationality: if
they are in a position to decide anything, they have those attributes.

Davidson invokes a Kantian precondition for thought.  But he invokes no evi-
dence that ordinary people or even logicians actually use these principles in
their daily reasoning, no linguistic or anthrpological studies; those principles
are prescriptive, not descriptive.  Indeed, many have rejected classical logic,
which Davidson apparently intends; see “Why are there so many logics” in
Reasoning and Formal Logic in this series, though I suggest there that there
may be some forms of propositional reasoning that underlie all propositional
logics.  And the principle of total evidence that Rudolf Carnap presents in The
Logical Foundations of Probability, p. 211, is impossible to apply in reason-
ing in ordinary life.  Davidson’s views can better be defended as declaring a
standard of irrationality relative to a particular community of reasoners, as in
my Principle of Rational Discussion below.

Jonathan Bennett in Rationality says

I use ‘rationality’ to mean ‘whatever it is that humans possess which
marks them off, in respect of intellectual capacity, sharply and
importantly from all other known species’.  p. 5

Bennett then, without argument, restricts his attention to human reasoning
abilities (p. 10) and finally characterizes rationality:

The expression of dated and universal judgments is both necessary
and sufficient for rationality, and thus linguistic capacity is necessary
but not sufficient for rationality.  p. 94

However, his examples and comments throughout make it clear that he takes as
the archetype of rationality the empiricist who uses the scientific method.

15.  De Sousa in “Rational animals: What the bravest lion won’t risk” says:

The crucial threshold [for determining rationality] that animals do not
cross consists in our capacity to be irrational.  And in turn, the
capacity to be irrational rests on our capacity to speak.

See also Jonathan Bennett, Rationality.
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16.  Luciano Floridi in “Scepticism, animal rationality and the fortune of
Chrysippus’ dog,” presents a history of views of the rationality of dogs which
illuminates much of the discussion here.

The papers in Susan Hurley and Matthew Nudds’ Rational Animals
discuss animal rationality principally in terms of behavioral rationality
discussed below.

17.  Frank P. Ramsey in The Foundation of Mathematics and Other Logical
Essays and others take consistency in a very strong form as the criterion of
rationality: the person must be an idealized gambler.  But as I point out in
“Probabilities” in The Fundamentals of Argument Analysis, this seems much
too strong a standard, certainly much stronger than the Principle of Rational
Discussion below.

Somewhat weaker is the use of probability to legislate rationality proposed
by Henry E. Kyburg, Jr. in “The nature of epistemological probability”:

The epistemological import of probability is that it is legislative for
rational belief: if K is the set of statements corresponding to my
body of knowledge, my degree of belief in a statement S should
reflect the probability of S relative to K.

But this makes rationality dependent on a notion that is not essential for
reasoning, as I discuss in “Probabilities” in The Fundamentals of Argument
Analysis.

18.  For a fuller discussion of this priniciple and applications of it in argument
analysis see The Fundamentals of Argument Analysis in this series.

19.  Sew “Reasoning with prescriptive claims” in this volume.

20.  This notion of rationality depends on understanding what it means to say
that a way of acting is inconsistent with a particular prescriptive claim.
Roughly, that can be explained by saying that a claim that describes that 
way of acting is inconsistent with a claim that describes the world in which the
prescription is done.  For example, “Dick should take the trash out after dinner”
and “Dick went to bed directly after dinner” are incompatible since the latter is
inconsistent with  “Dick takes the trash out after dinner.”  This is made more
precise in “Reasoning with prescriptive claims.”

21.  Chocolate is toxic to dogs and can lead to death—unfortunately of the dog.

22.  Some would extend the notion of rationality to emotional behavior, too.
Amélie O. Rorty in “Explaining Emotions” says:

A person’s emotion is irrational if correcting the belief presupposed
by the emotion fails to change it appropriately or if the person
uncharacteristically resists considerations that would normally lead 
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him to correct the belief.  But an emotion can be irrational even if the
presupposed belief is true; for the true belief presupposed by the
emotion need not be its cause, even when the person does genuinely
hold it.  The emotion may be caused by beliefs or attitudes that bear
no relation to the belief that would rationalize it, quite independently
of whether the person does in fact also have the rationalizing belief.
The rationality or irrationality of an emotion is a function of the
relation between its causes and the beliefs that are taken to justify it.
But irrational emotions can sometimes be perfectly appropriate to the
situation in which they occur; and an emotion can be inappropriate
when there is no irrationality (if, for instance, it is too strong or too
weak, out of balance with other emotions that are appropriate).  Both
judgments of rationality and of appropriateness involve conceptions
of normality that have normative force.  Disagreements about the
classification of an emotion often disguise disagreements about what
is wholesome or right.  p. 123

But what is a belief presupposed by an emotion?  Presupposed by whom?  See
“The directedness of emotions” in Cause and Effect, Conditionals, Explana-
tions in this series where that issue is discussed in the context of trying to
clarify the distinction between a cause and an object of an emotion.  I think
Rorty has it right in her last sentence: it isn’t rationality that is at issue with
emotions, but whether an emotion is right, or wholesome, or prevents the
fulfillment of other aims the person holds as highly.

23.  See, for example, Chapter 5 of Gilbert Ryle, The Concept of Mind.
Compare also Davidson, “Rational animals”.  See also “Reasoning with
prescriptive claims” in this volume.

24.  Charles Taylor in “Rationality” says:

What do we mean by rationality?  We often tend to reach for a charac-
terization in formal terms.  Rationality can be seen as logical consis-
tency, for instance.  We can call someone irrational who affirms both
p and not-p.  By extension, someone who acts flagrantly in violation
of his own interests, or of his own avowed objectives, can be consider-
ed irrational.

This can be seen as a possible extension of the case of logical
inconsistency, because we are imputing to this agent end E, and we
throw in the principle: who wills the end wills the means.  And then
we see him acting to prevent means M from eventuating, acting as it
were on the maxim: let me prevent M.  Once you spell it out, this
makes a formal inconsistency.

Can we then understand the irrationality in terms of the notion of
inconsistency?  It might appear so [sic] for the following reason: the 
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mere fact of having E as an end and acting to prevent M isn’t suffi-
cient to convict the agent of irrationality.  He might not realize that
the correct description of his end was ‘E’; he might not know that
M was the indispensable means; he might not know that what he was
doing was incompatible with M.  In short, he has to know, in some
sense, that he is frustrating his own goals, before we are ready to call
him irrational.  Of course, the knowledge we attribute to him may be
of a rather special kind.  He may be unable or unwilling to acknow-
ledge the contradiction; but in this case, our imputation of irration-
ality depends on our attributing unconscious knowledge to him.

Thus logical inconsistency may seem the core of our concept of
irrationality, because we think of the person who acts irrationally as
having the wherewithal to formulate the maxims of his action and
objectives which are in contradiction with each other.

Possibly inconsistency is enough to explain the accusations of
irrationality that we bandy around in our civilization.  But our con-
cept of rationality is richer.  And this we can see when we consider 
. . . are there standards of rationality that are valid across cultures?   p. 87

Taylor then devotes the rest of his paper to this last topic.  What seems inter-
esting in the cases he cites are the reasons we give for calling members of
another culture (Azande or 17th Century opponents of Galileo) irrational: they
don’t know what we know; they don’t understand the world as we do; they
don’t reason as we do; they don’t want to reason as we do; . . .  .  Calling them
“irrational” doesn’t add anything to that analysis and doesn’t seem to sum up
such analyses in any useful way, but rather clouds what we have learned about
people of those cultures with what amounts to a value judgment.  In the end,
Taylor comes close to the notion of (conscious) rationality that I propose:

But incomensurable ways of life seem to raise the question insistently
of who is right.  It’s hard to avoid this, since anyone seriously
practising magic in our society would be considered to have lost his
grip on reality, and if he continued impervious to counter-arguments,
he would be thought less than fully rational.  p. 100

Being impervious to counter-arguments amounts to either an inability or
unwillingness to reason well (by our standards) or to possessing the mark of
irrationality.  Compare S. L. Zabell, “Ramsey, truth, and probability”:

It is the credibilist view of probability that if you knew what I knew,
and I knew what you knew, then you and I would—or at least
should—agree.  . . .  It is an article of faith of no real practical
importance.  None of us can grasp the totality of our own past history,
experience, and information, let alone anyone else’s.  The goal is
impossible: our information cannot be so encapsulated.  But we 
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would regard a person as irrational if we could not convert him to
our viewpoint, no matter how much evidence he was provided with.
From this perspective, irrationality is the persistence in a viewpoint 
in the face of mounting and cumulative evidence to the contrary.   p. 232

25.  Jon Elster in Sour Grapes: Studies in the subversion of rationality:

The process of belief imputation must be guided by the assumption
that they are by and large consistent.  p. 4

26.  An alternative might be to base our reasoning on a paraconsistent logic,
that is, a logic that tolerates local inconsistencies.  But even in paraconsistent
logics, as I have shown in a few cases in Propositional Logics, consistency
can be understood as global and 2-valued, as in classical logic.

Dan Sperber, “Apparently rational beliefs,” wants to attribute rationality to
beliefs:

A proposition can be paradoxical, counter-intuitive or self-contradictory,
but, in and by itself, it cannot be irrational.  What can be rational or
irrational is what one does with a proposition, for instance asserting it,
denying it, entertaining it, using it as a premise in a logical derivation,
etc.  Thus to decide whether some belief is rational we need to know 
not only its content but also in which sense it is ‘believed’.

How exactly ‘belief ’ should be defined is for psychologists to discover.
But even without a full characterization, some of the necessary condi-
tions for a belief to be rational can be specified.  A belief is not rational
unless it is self-consistent and consistent with other beliefs held
simultaneously.  pp. 164–165

But why should we pick out one and not another belief to label as “irrational”
from a collection that is not consistent?  Donald Davidson, “Rational animals,”
gives a reason which I find too vague:

No factual belief by itself, no matter how egregious it seems to
others, can be held to be irrational.  It is only when beliefs are
inconsistent with other beliefs according to principles held by the
agent himself—in other words, only when there is an inner
inconsistency—that there is a clear case of irrationality.  . . . 

We often do say of a single belief or action or emotion that it is
irrational, but I think on reflection it will be found that this is because
we assume in these cases that there must be an inner inconsistency.
The item we choose to call irrational is apt then to be the one by
rejecting which things are most economically brought back into line.

27.  Hundreds of examples in Critical Thinking and The Pocket Guide to
Critical Thinking illustrate this.
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Richard Feldman in “Rationality, reliability, and natural selection” shows
that the examples given by Stephen Stich of attributing irrationality to animals
or people by interpreting their actions are not convincing because there are so
many other ways to interpret their actions according to better inferences—if, as
he notes, the animals (rats, toads) really have any beliefs.

28.  For the relation of rationality as the ability to reason vs. rationality as the
ability to make decisions, with many references especially to the literature in
psychology, see J. St. B. T. Evans, D. E. Over, and K. I. Manktelow, “Reason-
ing, decision making and rationality.”  The problem that pervades the writing of
psychologists on rationality is that in claiming someone is reasoning badly they
offer no explicit standards or at least no justification of what constitutes good
reasoning; as an example see Thomas Gilovich, How We Know What Isn’t So.
Or worse, the psychologists’ standards of reasoning are wrong; for instance,
Evans, Over, and Manktelow say:

In syllogist reasoning tasks, subjects are presented with two premises
and a conclusion.  They are instructed to say whether the conclusion
follows logically from the premises.  They are told that a valid
conclusion is one that must be true if the premises are true and that
nothing other than the premises is relevant to this judgement.  p. 3

They have misstated the criterion of validity, which is: it must be that if the
premises are true, the conclusion is true.  A subject might take their criterion at
face value and classify an argument as invalid if its conclusion isn’t necessary.

Stephen Nathanson in The Ideal of Rationality relies completely on
external evaluations of actions:

Deliberation is not a necessary condition of a rational action.  For
example, it can be rational for me to stop at the curb of a busy street
prior to crossing even though I have not evaluated this action with
respect to my goals, assessed its efficacy as a means, made unbiased
and objective judgments, and so on.  While this kind of evaluation
would yield the conclusion that my action is rational, I need not
consciously carry out the evaluation myself in order for my stopping
to be rational.  The probable results of my stopping or not stopping
are the measure of the rationality of my action, and no reference is
required to a method criterion of rationality.   p. 39

By this standard my dogs are acting rationally all the time.  Or at least it seems
so to me as I try to interpret the “probable results” of their actions.

Christopher Cherniak in Minimal Rationality also looks to actions as the
key to rationality.  He wishes to lower the standard of what is rational from an
ideal reasoner to one who fulfills what he calls the minimal general rationality
condition:
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If A has a particular belief set, A would undertake some, but not
necessarily all, of those actions that are apparently appropriate.

This criterion would have the consequence that a lot more people, perhaps
everyone, would be classified as rational, if we could decide how to apply it.

See also Carl G. Hempel, “Aspects of scientific explanation”, section 10,
for his account of rationality in these terms and the nature of explanations.

 Susan Hurley and Matthew Nudds discuss three different notions of
rationality in “The questions of animal rationality: theory and evidence,” 
pp. 21–22 (italics in original):

PP-rationality is typically adopted by philosophers and cognitive
psychologists.  On this conception, rationality is exhibited when
beliefs or actions are adopted on the basis of appropriate reasons.
PP-rationality focuses on the process by which belief or action is
arrived at, rather than the outcome of beliefs or actions.

There is a conception of rationality prevalent in economics accord-
ing to which behaviour that maximizes expected utility is rational, 
no matter how it was produced or selected; Kacelnik calls this 
E-rationality.

A B-rational individual is one whose behaviour maximizes its
inclusive fitness across a set of evolutionary relevant circumstances.
In its emphasis on outcomes rather than processes and on consistency
B-rationality is similar to E-rationality.  B-rationality entails E-
rationality in relevant circumstances, but goes beyond it to specify
that what is maximized must be inclusive fitness.

See “Models and Theories” in Reasoning in Science and Mathematics in this
series of books for a critique of the notion of rationality in economics.

29.  Compare the view described by John Heil in “Belief”:

A different anti-realist tack is taken by Daniel Dennett, who defends
an ‘instrumentalist’ conception of belief.  We have a practical interest
in regarding certain ‘systems’—people, animals, machines, even
committees—as rational, as registering, on the whole, what is true
and as reasoning in accord with appropriate norms.  In so doing, we
take up an ‘intentionalist stance’.  We are, as a result, in a position to
make sense of and, within limits, to predict the behaviour of the
systems in question.  The practical success of this enterprise,
however, does not depend on its yielding true descriptions of states
and goings-on inside agents.

Allan Gibbard in Wise Choices, Apt Feelingssays he wants to stay close to
the ordinary language use of “rational”:
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The rational act is what it makes sense to do, the right choice for the
occasion.  A rational feeling is an apt feeling, a warranted feeling, a
way it makes sense to feel about something.  The term ‘rational’ may
carry narrower suggestions, but this broad, endorsing reading is the
one I need.

To call something rational is to express one’s acceptance of
norms that permit it.  This formula applies to almost anything that can
be apprised as rational or irrational—persons aside.  It applies to the
rationality of actions, and it applies to the rationality of beliefs or
feelings.  We assess a wide range of things as rational or irrational, and
it is puzzling how this can be.  The analysis offers an answer.   p. 7

A better answer is that we are implicitly attributing rationality to the actor and
not to the belief or feeling.  To extend the notion of rationality so far is to end
up with a word that isn’t going to illuminate our discussions.

30.  See “Reasoning with Prescriptive Claims” in this volume for conditions for
a should-claim to be true.

31.  See “The Directedness of Emotions” in Cause and Effect, Conditionals,
Explanations for a fuller discussion of this.



Bibliography

Page references are to the most recent publication cited 
unless noted otherwise.   

ANDERSON, Alan Ross
1958 A reduction of deontic logic to alethic modal logic

Mind, New Series, vol. 67, pp. 100–103.
ÅQVIST, Lennart  

1984 Deontic logic
In Handbook of Philosophical Logic, vol. II Extensions of Classical 
Logic, eds. D. Gabbay and F. Guenther, D. Reidel Publishing Co.

AYER, A.J.
1972 Probability and Evidence

Colombia University Press.
AZAR, Betty Schrampfer 

1989 Understanding and Using English Grammar
Prentice-Hall, Inc., 2nd edition.

BAIER, Kurt
1958 The Moral Point of View: A Rational Basis of Ethics

Cornell University Press.
BENNETT, Jonathan

1964 Rationality
Routledge.  Reprinted 1989 with a new preface, Hackett.

BERLIN, Isaiah
1939 Verification

Proceedings of the Aristotelian Society, vol. 39, pp. 225–248  
Reprinted in The Theory of Meaning, ed. G.H.R. Parkinson, Oxford 
University Press, 1978, pp. 15–34.

BLACK, Max
1964 The gap between ‘is’ and ‘should’ 

The Philosphical Review, vol. 73, pp. 165–181.
BRATMAN, Michael

1987 Intention, Plans, and Practical Reason
Harvard University Press.

BROADIE, Alexander
1987 Introduction to Medieval Logic

Oxford University Press.
CARNAP, Rudolf

1950 Logical Foundations of Probability
University of Chicago Press.



178      Bibliography

CARNIELLI, Walter A.  See EPSTEIN and CARNIELLI.
CHERNIAK, Christopher

1986 Minimal Rationality
MIT Press.

DANCY, Jonathan
1992 Moral epistemology

DANCY and SOSA, pp. 286–291.
DANCY, Jonathan and Ernest SOSA, eds.

1992 A Companion to Epistemology
Blackwell.

DAVIDSON, Donald
1982 Rational animals

Dialectica, vol. 36, pp. 318–327.  Reprinted in Actions and Events, 
eds. E. Lepore and B. P. McLaughlin, Basil Blackwell, 1985.

1985 Incoherence and irrationality
Dialectica, vol. 39, pp. 345–354.

DE SOUSA, Ronald
1971 How to give a piece of your mind: or, the logic of belief and assent

Rev. Met. XXV, pp. 52–79.
2004 Rational animals: What the bravest lion won’t risk

Croatian Journal of Philosophy IV-2, pp. 365–386.
ELSTER, Jon

1983 Sour Grapes: Studies in the subversion of rationality
Cambridge University Press.

EPSTEIN, Richard L.
1990 Propositional Logics

Kluwer.  3rd edition, Advanced Reasoning Forum, 2012.
1994 Predicate Logic

Oxford University Press.  Reprinted, Wadsworth, 2000.
1998 Critical Thinking

3rd edition with Carolyn Kernberger, Wadsworth, 2005.
1999 The Pocket Guide to Critical Thinking

Wadsworth, 1999.  4th edition, 2011, Advanced Reasoning Forum.
2001 Five Ways of Saying “Therefore”

Wadsworth.
2005 Paraconsistent logics with simple semantics

Logique et Analyse, vol. 189–192, pp. 189–207.
2006 Classical Mathematical Logic

Princeton University Press.
2011a Cause and Effect, Conditionals, Explanations

Advanced Reasoning Forum.



Bibliography   179

2011b Reasoning in Sciences and Mathematics
Advanced Reasoning Forum.

201? Reasoning and Formal Logic
To appear, Advanced Reasoning Forum.

201? The Fundamentals of Argument Analysis
To appear, Advanced Reasoning Forum.

EPSTEIN, Richard L. and Walter A. CARNIELLI
1989 Computability: Computable Functions, Logic, and the 

Foundations of Mathematics
Wadsworth & Brooks/Cole.  3rd edition, Advanced Reasoning 
Forum, 2008.

EVANS, J. St. B. T. and D. E. OVER and K. I. MANKTELOW
1993 Reasoning, decision making and rationality

Cognition, vol. 49, pp. 165–187.
FELDMAN, Richard

1988 Rationality, reliability, and natural selection
Philosophy of Science, vol. 55, pp. 218–277.

FLORIDI, Luciano
1997 Scepticism, animal rationality and the fortune of Chrysippus’ dog

Archiv für Geschichte der Philosophie 79, 27-57.
FREGE, Gottlob

1918 Der Gedanke: eine logische Untersuchung
Beträge zur Philosophie des deutschen Idealismus, vol. 1, 
pp. 58–77.  Translated as “The Thought: A Logical Inquiry” by A. M.
and Marcelle Quinton, Mind, (new series) vol.65, pp.289–311, and
reprinted in Philosophical Logic, ed. P.F.Strawson, Oxford 
University Press, 1967, pp.17–38.

1918 Die Verneinung.  Eine logische Untersuchung
Beiträge zur Philosophie des deutschen Idealismus, vol. 1, 
pp. 143–157.  Translated as “Negation” by P.T. Geach in 
Translations from the Philosophical Writings of Gottlob Frege, 
Basil Blackwell, 1970.

GIBBARD, Allan
1990 Wise Choices, Apt Feelings

Harvard University Press.
GIGERENZER, Gerd

2006 Bounded and rational
In Contemporary Debates in Cognitive Science, ed. R. J. Stainton, 
Blackwell, pp. 115–133.

GILOVICH, Thomas
1993 How We Know What Isn’t So

Free Press.



180      Bibliography

GUTTENPLAN, S. ed.
1994 A Companion to the Philosophy of Mind, ed. S. Guttenplan, 

Blackwell.
HEIL, John

1992 Belief
DANCY and SOSA, pp. 45–48.

HEMPEL, Carl G.
1965 Aspects of scientific explanation

Chapter 12 of Hempel, Aspects of Scientific Explanation,
The Free Press.

HOLLIS, Martin and Stephen LUKES, eds.
1982 Rationality and Relativism

The MIT Press.
HOLMES, Robert L.

1971 Violence and nonviolence
In Violence, ed. J.A. Shaffer, David McKay Company, pp. 103–135.

HORTY, John F.
2001 Agency and Deontic Logic

Oxford University Press.
HUGHES, G.E.

1982 John Buridan on Self-Reference  
Cambridge University Press.

HUME, David
1739 A Treatise of Human Nature

Edition 1888, ed. L. A. Selby-Bigge, Oxford University Press.
HURLEY, Susan and Matthew NUDDS

2006 The questions of animal rationality: theory and evidence
In HURLEY AND NUDDS, eds.

HURLEY, Susan and Matthew NUDDS, eds.
2006 Rational Animals?

Oxford Univ. Press.
KEEFE, Rosanna

2000 Theories of Vagueness
Cambridge University Press

KEKES, John
1977 Rationality and problem solving

Philosophy of the Social Sciences, vol. 7, pp. 351–366.  
Reprinted in J. Agassi and I. C. Jarvie, Rationality: The Critical 
View, Martinus Nijhoff Publishers, 1987, pp. 265–279.

KYBURG, Henry E. Jr.
1983 The nature of epistemological probability

In Kyburg, Epistemology and Inference,Univ. of Minnesota Press.



Bibliography   181

LaFOLLETE, Hugh
2000 The Blackwell Guide to Ethical Theory

Blackwell.
LYNCH, Michael P.

2009 Truth as One and Many
Oxford University Press.

MALCOLM, Norman
1972 Thoughtless brutes

Proceedings and Addresses of the American Philosophical 
Association, vol. 46, pp. 5–19.

MARCUS, Ruth Barcan
1980 Moral Dilemmas and Consistency

The Journal of Philosophy, vol. 77, pp. 121–136.
MCMAHAN, Jeff

2000 Moral intuition
In LaFOLLETE, pp. 92–110.

MCNAMARA, Paul
2010 Deontic Logic

Stanford Encylcopedia of Philosophy online at 
<http://plato.stanford/entries/logic~deontic./>, revised April 21, 2010.

NAESS, Arne
1938 “Truth”  as Conceived by Those Who Are Not Professional 

Philosophers
Skrifter utgitt av Det Norske Videnskaps-Akademi i Oslo, II. 
Hist.–Filos. Klasse, No. 4.

NATHANSON, Stephen
1985 The Ideal of Rationality

Humanities Press International, Inc.
NOZICK, Robert

1993 The Nature of Rationality
Princeton University Press.

PARSONS, Terence
1970 Some problems concerning the logic of grammatical modifiers

Synthese, vol. 21, pp. 320–334.
1990 Events in the Semantics of English

MIT Press.
PRIOR, Arthur

1960 The autonomy of ethics
Australasian Journal of Philosophy, vol. 38, pp. 199–206.  
Reprinted in Prior, Papers in Logic and Ethics, Univ. of 
Massachusetts Press, 1976, pp. 88–96.



182      Bibliography

PRIOR, Arthur (continued)
1967 Logic, Deontic

In The Encyclopedia of Philosophy, ed. Paul Edwards, Macmillan &
The Free Press, pp. 509–513.

QUINN, Philip L.
2000 Divine command

In LaFOLLETE, pp. 53–73.
RACHELS, James

2000 Naturalism
In LaFOLLETE, pp. 74–91.

RAFFMAN, Diana and Stewart SHAPIRO
2003 Review of Keefe, 2000A

The Philosophical Review, vol. 112, pp. 259–262.
RAMSEY, Frank P.

1931 The Foundation of Mathematics and Other Logical Essays
ed. by R. B. Braithwaite.  Routledge and Kegan Paul.

RORTY, Amélie Oksenberg
1980 Explaining emotions

In Explaining Emotions, ed. A.O. Rorty, Univ. of California Press, 
pp. 103–126.

RUSSELL, Bertrand
1905 On denoting

Mind, vol. 14, pp. 479–493.  Reprinted in Logic and Knowledge, 
Essays 1901–1950 by Bertrand Russell, edited by R. C. Marsh, 
MacMillan and Co., 1956.

RYLE, Gilbert
1949 The Concept of Mind

Hutchinson.
SCHMIDTZ, David 

1995 Rational Choice and Moral Agency
Princeton U. Press.

SEGAL, Gabriel
1994 Belief (2): epistemology

In GUTTENPLAN.
SHAPIRO, Stewart.  See RAFFMAN.
SORENSEN, Roy

1991 Rationality as an absolute concept
Philosophy, vol. 66, pp. 473–486.

SPERBER, Dan
1982 Apparently rational beliefs

In HOLLIS and LUKES, eds.



Bibliography   183

SPINOZA, Benedict de
1949 Ethics

ed. by James Gutmann, Hafner Press (Macmillan).
TAMBIAH, Stanley Jeyaraja

1990 Magic, Science, Religion, and the Scope of Rationality
Cambridge University Press.

TAYLOR, Charles
1982 Rationality

In Hollis and Lukes.
TYE, Michael

1994 Beliefs (1): metaphysics
In GUTTENPLAN.

VAN FRAASSEN, Bas C.
1973 Values and the Heart’s Command

The Journal of Philosophy, vol. 70, pp. 5–19.
VRANAS, Peter B. M.

2008 New Foundations for Imperative Logic I: Logical Connectives, 
Consistency, and Quantifiers
Noûs, vol. 42, pp. 529–572.

WAISMANN, Friedrich
1945 Verifiability

Proceedings of the Aristotelian Society, Supp. Vol. 19, 1945, 
pp. 119–150.  Reprinted in The Theory of Meaning ed. G.H.R. 
Parkinson, Oxford Univ. Press, 1968, pp. 33–60.

1968 How I see philosophy
In How I See Philosophy, Macmillan, pp. 1–38.

WHITE, Alan R.
1970 Truth

Anchor Books, Doubleday & Company.
WILLIAMSON, Colwyn

1968 Propositions and abstract propositions
In Studies in Logical Theory, ed. N. Rescher, American 
Philosophical Quarterly, Monograph no.2, Basil Blackwell, Oxford.

WRIGHT, Cory D.
2005 On the functionalization of pluralist approaches to truth

Synthese, vol. 145, pp. 1–28.
ZABELL, S. L.

1991 Ramsey, truth, and probability
Theoria, vol. LVII, pp. 210–238.


